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A general method which permits the derivation of the equations which describe the approach to equi­
librium correct to an arbitrary finite order in the coupling constant is presented. This method is applied 
in the present paper to normal modes interacting through three-phonon processes. In a subsequent paper 
the method will be applied to interacting particles. The distribution function is first Fourier-analyzed 
with respect to the angle variables. All Fourier components, except the distribution function of action 
variables, describe correlations among the normal modes. The formal solution for the Fourier components 
is studied in the limiting case of a very large number of degrees of freedom N -> 00, and for large times by 
means of a diagram technique. Each component P3n can be split into 2 parts: pan' and pan"; one (p') due to 
"scattering" of the normal modes satisfies diagonal differential equations. The other (pan") contains the 
direct interaction between the normal modes involved in the corresponding correlation. It is completely 
determined by the functions P3n'. The study of this set of equations enables us to study the approach to 
equilibrium. 

1. INTRODUCTION 

I N two recent papers1,2 one of us (1. P.) and R. Balescu 
have studied the approach to equilibrium by a 

method which involves essentially the following steps: 

(a) specification of the class of initial distribution 
functions to which the method applies (extensive and 
intensive variables in the thermodynamic sense may be 
already defined at the initial time) ; 

(b) an expansion of the phase density in a Fourier 
series (in this "representation" the unperturbed Liou­
ville operator Lo is diagonal, and oL off-diagonal); 

(c) the study of the time evolution of the Fourier 
coefficients by means of a perturbation method which 
finds its most concise expression in a diagram technique. 

No special assumptions about the Hamiltonian are 
made; also no assumption equivalent to Van Hove's3 
diagonal singularity condition is required. 4 

* Charge de Recherches du Fonds National Beige de la Re-
cherche Scientifique. 

1 I. Prigogine and R. Balescu, Physica 25, 281 (1959). 
2 I. Prigogine and R. Balescu, Physica 25, 302 (1959). 
3 L. Van Hove, Physica 21,517 (1955). 
4 The validity of this condition will be discussed by J. Philippot 

in a forthcoming paper. 

In these papersl,2 we had first considered the situa­
tions corresponding to weakly coupled gases or to low 
concentration. We have then shown that retaining all 
diagrams which give asymptotically contributions of 
order }..C}..2t)n, n=arbitrary integer; [instead of (}..2t)"], 
we obtain an equilibrium distribution correct to order}... 
This case, as well as similar ones studied before,6 led us 
to the conjecture that if all diagrams up to the order 
}.. m (}..2t) n are retained, the final equilibrium distribution 
function would be correct to order}.. m. This may indeed 
be expected provided the product X2t is finite. The time 
interval t in which we are interested is of the order of 
the relaxation time, which may be expected to be pro­
portional to }..-2 multiplied by some polynomial in X 
which reduces to one for X -> O. 

We want therefore to discuss evolution equations for 
the Fourier coefficients which include all contributions 
of the form }..1'(X2/)", 0 ~ r~ m. The method of "enumer­
ation" of diagrams used in footnote reference 2 becomes 
rapidly impracticable when one considers the case 
m> 1. Therefore a new, much more compact method 
valid for an arbitrary order xm is discussed in this as 
well as in the next paper of this series. 

'" is the coupling constant in the Hamiltonian (H=l!o+I>.V). 
61. Prigogine and F. Henin, Physica 23, 585 (195i). 
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Here we shall discuss the case of normal modes inter­
acting through anharmonic forces, while in a subsequent 
paper we shall discuss the case of molecules interacting 
through intermolecular forces (the case of "gases"). 
The method we shall use is the same but there are some 
minor differences. Indeed in the case of gases, one is 
concerned with the limiting procedure (N number of 
particles, g volume) 

N ........ 00, g -;. (0) N Ig= concentration, finite. (1.1) 

On the contrary, in the case of solids, the ratio N If). 
is fixed by the lattice constant. The limiting procedure 
then reduces to 

(1.2) 

This is necessary to eliminate surface effects in the 
evolution of the system and has the important con­
sequence that the frequency spectrum becomes dense. 
It is only in this limit that one can speak strictly about 
irreversibility. 

There exists also a difference in the nature of the 
diagrams (see Sec. 6). They are much simpler than for 
the case of gases. Here there are basically only two 
diagrams, one corresponding to creation of correlations, 
the other to destruction. For this reason we have con­
sidered first the case of normal modes. 

We shall show (see Secs. 9 and 10) that the evolution 
equations valid to an arbitrary order have a very simple 
form when expressed in terms of diagrams. We shall 
split the Fourier coefficients p3n corresponding to n 
3-phonon correlations into two contributions P3n', pan" 
according to the nature of the diagrams which give 
rise to them. We shall then show that P3n' satisfies a 
diagonal differential equation, while pan" is determined 
by pan.'. The existence of such diagonal equations is an 
enormous simplification. 

We had already investigated in an earlier paper the 
possibility of a preliminary change of variables in order 
to give to the equations a simpler form.6 There are 
many features in common between our earlier approach 
and the present paper. We had however not taken into 
account the order in A of the initial Fourier coefficients. 
:V[oreover, we used the diagonal singularity condition. 
To introduce the necessary changes finally appeared 
to us to be more difficult than to make a different 
start using more systematically our diagram technique. 

The meaning of the evolution equations is discussed 
in detail in Sec. 13. We then study the approach to 
equilibrium in the lowest orders in A. In the lowest 
possible approximation corresponding to the weakly 
coupled case, one obtains asymptotically as expected 
the equilibrium distribution unperturbed by the an­
harmonic forces. In the next two approximations, one 
obtains the equilibrium distribution correct respectively 
to order A and }..2. However, because of the mathematical 
complexity of some of the operators involved, we have 
not yet been able, in the case of solids, to discuss the 
approach to equilibrium to an arbitrary order in A. 

From this point of view the situation is simpler in the 
case of gases. As will be shown in our subsequent paper, 
there it is possible to discuss completely the approach 
to equilibrium to an arbitrary order in A and to establish 
therefore an H theorem of an extreme generality. 

We shall see that this is ultimately caused by the 
fact that the velocity distribution function for particles 
interacting through velocity-independent forces is not 
modified by the interaction, while this is not so for the 
case of normal modes because the anharmonic forces 
when expressed in angle-action variables become action 
dependent. 

2. LIOUVILLE OPERATOR 

We shall consider three-phonon processes. The exten­
sion to higher-order processes is trivial. Using angle­
action variables, the Hamiltonian of the system can be 
written7 as follows: 

H=Ho+XV 

=L: wkh+A L: {Vkk'k" exp[i(Cl'k+UI:+G:i")] 
k kk' kIf 

+3Vkk'-k" exp[i(uk+Cl'k'-Cl'k")]+C.C.} 

X (hJ..Jk,,/wkwI'Wk,,)l, (2.1) 

where the summations over wave vectors arc over half 
the Brillouin zone only and where we restrict ourselves 
to the cubic term in the anharmonicity. The Liouville 
operator associated with the Hamiltonian (2.1) is 

L=Lo+ML, (2.2) 

a 
Lo= L: Wk-, (2.3) 

k aCl'k 

({o)jSL/'. - 'i, l.) 

E± (e) 

(t;,1;:. 

8
i , 
N 

" 
I'rI'J 
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~ ~ (b') 
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; 

e (d! 

(~'J 

FIG. 1. Basic diagrams. 

71. Prigogine and J. Philippot, Physica 23,569 (1<)57). 
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FIG. 2. Example of elementary diagram. Dia!p:ams corresponding 
to the matrix element (3&2k.-4k ,,{O) IIiLI2~k.-3k"{O}). 

The eigenfunctions I {nk}) of the unperturbed Liouville 
operator Lo are 

Lo! {nk}) = (211' )-N/2Lo exp(i Lk nkClk) 

=i(Lk n~k) I {nk}), (2.5) 

where the nk's are integers. It is easily verified that the 
only nonvanishing matrix elements ({ nk} I BL I {nk'}) 
are of the form7 

with ±k±k' ±k" =0, modulo a reciprocal lattice vector. 
There is a formal analogy between (2.6) and the matrix 
elements in the quantum theory in occupation number 
representation; the k's correspond to momenta and the 
nk'S to number of particles (nk>O) or holes (nk<O). As 
in the latter theory, we shall represent an eigenfunction 
!{nk}) by a set of {nk} lines with arrows toward the 
left or the right according to whether nk is positive or 
negative. The effect of the operator BL in a nonvanishing 
matrix element is to modify the initial state by de­
struction or creation of three lines. The basic diagrams 
are given in Fig. 1. Any nonvanishing matrix element 
< {nk} I BL I {nk'}) can be obtained from one of those 
diagrams by adding either a set of {nk} lines to the 
diagram abc or d or a set of {nk'} lines to the diagram 
a'b' e' or d' (see Fig. 2). 

In Fig. 2, we have taken into account the fact that 
only the number of lines with a given wave vector 
matters. A "positive" (-) and a "negative" (-+---) 
line cancel each other just as a particle and a hole line 
do in the quantum theory. In these diagrams, the lines 
represent angle correlations between the normal modes. 
The eight basic diagrams of Fig. 1 are of two types: 
destruction (abed) of a correlation between 3 normal 
modes or creation (a'b'e'd') of such a correlation. This 
represents a great simplification if we compare it with 
the case of gases,! where there are six different types of 
basic diagrams. It might however be interesting to note 
that not all general diagrams can be interpreted as a 
"creation" or "destruction" of a correlation. For 
instance, in the diagram of Fig. 2, we deal with a 

diagram which represents a continuation of the initial 
correlation between the normal modes involved in the 
initial state. However, in the following we shall restrict 
ourselves to the case of homogeneous systems and the 
only diagrams which will appear are unambiguously of 
the "creation" or "destruction" type. Another differ­
ence between the problems of solids and gases is related 
to the fact we deal here with numbers of undiscemible 
excitations rather than with individual particles. 
Therefore, connected diagrams do not play any special 
role. Taking into account the fact that only the total 
number of lines with a given wave vector matters, any 
connected diagram can always be written as a noncon­
nected diagram (see Fig. 3). From this point of view, 
our diagrams are much more similar to those of the 
quantum theory in occupation number representation 
than the diagrams in the case of gases. Except for these 
differences, the theory for gases and solids will proceed 
along the same lines. The distribution function is 
Fourier analyzed with respect to the angle variables. 
The formal solution for the Fourier components is 
studied asymptotically; the order of magnitude of a 
given term depends on the topology of the correspond­
ing diagram and the initial conditions. Those initial 
conditions are chosen in such a way that extensive or 
intensive properties of the system in the thermody­
namic sense may be defined. Let us consider more 
closely this last point. 

3. EQUILIBRIUM DISTRIBUTION FUNCTION 

We consider the canonical equilibrium distribution 
function and expand it in a power series of A 

pequil=exp[ - (Ho+AV)/kT] / f··· f (dJda)N 

Xexp[ - (Ho+AV)/kT] 

IIkwk { X V 1 X2V2 
=--exp[-Ho/kT} 1--+---

(kT)N kT 2 (kT)2 

+~ ~rJ" . f(da)N V2 
2 (kT)2 

- f··· f (dJda)NP ]+>"3 ... }, (3.1) 

(---<"'::~:--

(a) equivalent to ( b) 

FIG. 3. Example of connected diagrams. Diagram corresponding 
to the product of matrix elements: (nl' = 11liL I nl = 1, nk" = 1) 
X (nl= 1, nk"= 111lLlnl= 1, nk= 1, nk'= 1). 
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where in V2, we keep only the terms which are angle 
dependent. This function has a complicated N de­
pendence. Indeed, each Lkk'k" contains N2 terms and 
each coefficient Vkk'k,,=O[l/(N)I]. Therefore, we see 
that 

pequil=O{ 1 +~Nt+~2N3+~W + ... }. (3.2) 

A series expansion in power of ~ might therefore be 
questioned. However, we do not need p itself to obtain 
the macroscopic properties of the system, but we need 
only reduced distribution functions for a finite number 
of degrees of freedom. It can be readily verified that 
those reduced distribution functions are independent of 
N. As a result we can define extensive and intensive 
quantities. For instance, one can immediately verify 
that the mean energy of the system is proportional to N 

E'=2 f .. 'f(dJda)N(Ho+~V)peqUil 
N N 

=0(1 +~2+ ... ), (3.3) 

and that moments of a finite order like (UnlUn2una), 
where Un is the displacement of the nth atom from its 
equilibrium position, are independent of the size of the 
system 

(UnlUn2Una) = [M(N)]-l L {exp[i(kanl+k'an2+k"ana)] 
kk'kJl 

X«(Jkh.Jk,,)1 exp[i(ak+ak+ak"» 

+similar terms} =O(~), (3.4) 

where M(N) is the total mass of the crystal and an the 
lattice vector for the nth atom. We shall always choose 
our initial conditions in such a way that extensive and 
intensive properties may be defined. In other words we 
only consider such nonequilibrium situations for which 
N -+ 00, E / N = independent of N, 

(UnlUn2Un3) = independent of N, etc. (3.5) 

We shall express this condition in terms of Fourier 
coefficients in Sec. 5. 

4. FOURIER ANALYSIS OF THE DISTRIBUTION 
FUNCTION 

We may Fourier analyze the distribution function 
p({JIe},{ak},t) with respect to the angle variables 

p( (Jk},{ak},t) = (27r-)-N/2 L p [nk) ({Jd ,t) 
[nk) 

Xexp[i L nk(ak-wkt)]. (4.1) 
k 

The set of Fourier coefficients p[nk) may be called 
the interaction representation of the distribution func­
tion. As in the case of gases, the Fourier coefficients 
have a simple physical meaning. For instance, pro) is the 
distribution function of the action variables. The other 
coefficients describe angle correlations between the 
normal modes. 

Homogeneous systems are characterized by the con­
dition that moments like (UnlUn2' .. Unr) are unaffected 
by a translation 

(UnlUn2' .. Unr) = (Unl +mUn2+m' .. Unr+m). (4.2) 

This implies8 that the only nonvanishing Fourier coef­
ficients are those for which Lie knk=O. The evolution 
equations for the Fourier coefficients are readily derived 
from the Liouville equation7 : 

Op[nk) 
--=~ L exp[i LCnk-n/)wkt] 

at [nk') k 

X ({ nk} I 5L I {nk'} )p[nk') (t). (4.3) 

If we take into account the condition (2.6) for the non­
vanishing of the matrix elements of 5L, we see that the 
set of equations (4.3) can be decomposed into com­
pletely independent sets of equations. All the Fourier 
coefficients in a given set are such that they correspond 
to states with the same value for Lk knk. Therefore all 
homogeneous Fourier components form an independent 
set; in other words, if the system is initially homo­
geneous, it will remain so during its entire evolution. 

Because we only kept the cubic term in (2.1) we 
have a more restrictive condition on the Fourier coef­
ficients which form an independent set. They must 
correspond to states which are connected by creations 
or destructions of correlations between three normal 
modes. For instance, 

pro), p±lk±lk'±lk" with ±k±k' ±k" =0, 

P±lk±lk'±lk"±ll±ll,±ll" with ±k±k'±k"=O, 

and 
±l ±l' ±l" = 0, etc. (4.4) 

form such a set. Although P±lk±lk' ±lk"±lk'" with 
±k±k' ±k" ±k'" =0 is also an homogeneous com­
ponent, it is independent of the previous ones, but this 
is entirely caused by our neglect of the quartic term in 
(2.1). For the same reason, the equilibrium distribution 
(3.1) contain only the coefficients of the series (4.4). 
For consistency, we shall say that an homogeneous 
system is a system where the only nonvanishing co­
efficients are those of the series (4.4). Higher-order 
terms could be included in (2.1) but this would intro­
duce no new features. 

5. INITIAL CONDITIONS-HOMOGENEOUS SYSTEMS 

On taking into account (3.1) and (4.1), we see that 
at equilibrium, the dependence on N and ~ of the 
Fourier coefficients describing a correlation between 3n 
normal modes is 

where each term in the bracket is in fact a difference 
between terms of the given order in N. We have already 

8 R. Brout and 1. Prigogine, Physica 22,621 (1956). 
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seen that this type of dependence permits the precise 
definition of extensive and intensive properties. We 
shall choose the following initial conditions: 

P3n(0)=0(Xn/NnI2). (5.2) 

P3:,(0) can contain higher-order terms as in (5.1). As 
wIll be seen from the equations of evolution, the con­
sequence of this is that pan(t) at any time t has the 
same X and N dependence as Pan equi!. 

With respect to X, the choice (5.2) is somewhat more 
arbitrary than the choice for the N dependence. Its 
main advantage is its persistence during time. However, 
other situations might be considered. As (5.2) plays a 
role in determining the order of magnitude of various 
contributions, other initial conditions will in general 
lead to different results. The only exception is the equa­
tion for the distribution function of action variables 
for weakly coupled systems which is valid whatever 
the X dependence of the Fourier coefficients. In the 
following we shall be interested in obtaining the evolu­
tion equations valid to a given finite order in X. Due 
to its N dependence, it has no sense to cut a series like 
(5.1) at a given power in X. However, this procedure 
is perfectly legitimate as soon as reduced distribution 
functions of a finite number of degrees of freedom are 
considered. We have given a few examples for the 
equilibrium functions, but this can be verified at any 
time with the choice (5.2). Therefore, we shall no longer 
write the N dependence of our equations. Moreover, 
we shall write our equations for the complete distribu­
tion function, but it must be kept in mind that those 
equations are valid only to derive the corresponding 
equations for the reduced distribution function for a 
finite number of degrees of freedom.9 

6. DIAGRAMS 

The set of equations (4.3) can be formally solved by 
an iteration procedure 

p{nkl(t)=p{nkl(O)+X L ftdtlexP[iL(nk-n/)WktlJ 
Ink'} 0 k 

Xexp[i L(nk'-nk")Wkt2J 
k 

X({nk} loLl {nk'} >({nk'} ioLI tn/'}) 

XPlnk"} (0)+" '. (6.1) 
9 The situation is the same as in the case of gases. In the 

equation for reduced distribution functions corresponding to a 
finite number of particles, the N factors disappear, while they 
persist if one consider equations for the whole set of variables. 
This comes from the simple fact that 'TIN will be the order of 
magnitude of the time between two collisions in the master 
equation if 'T is the time between two collisions of a given molecule. 

FIG. 4. Cycle: 

{OI6LI ±h,±h·±h"){±h±h·±h,, loLIO). 

Each term of this equation involves a product of n 
matrix elements of oL. They can all be represented 
graphically by a combination of n of the basic matrix 
elements given in Fig. 1. The n vertices will always be 
ordered in the chronological order, time running from 
right to left. 

Some interesting combinations of the basic diagrams 
of Fig. 1 might appear. The simplest case corresponds 
to two successive inverse transitions and is represented 
by a cycle (Fig. 4).10 The other basic combinations of 
the elementary diagrams of Fig. 1 are: 

(a) diagonal fragment: Any diagram or part of a 
diagram such that the initial state is identical with the 
final state but is different from any of the intermediate 
states. The cycle is the simplest diagonal fragment. 
Other examples are given in Fig. 5. 

(b) (nondiagonal) destruction fragment: Any diagram 
or part of a diagram made of nondiagonal destruction 
(Fig. 1, abed) transitions (at least one) and possibly 
diagonal fragments such that no intermediate state is 
identical with the final state, the latter containing no 
other lines than the lines which are propagated freely 
from one end of the diagram to the other. The simplest 
examples are the diagrams abed, Fig. 1. Other examples 
are given in Fig. 6. 

(c) (nondiagonal) creation fragment: This is defined in 
the same way as the destruction fragment, replacing 
destruction transitions by creation transitions (Fig. 1, 
a'b' e' d/) and final state by initial state. Examples are 
given in Fig. 7. 

(d) nondiagonal i1'1'educible destruction-creation frag­
ment: Any diagram made of destruction and creation 
transitions (at least one of each) and possibly diagonal 
fragments which cannot be decomposed into a destruc­
tion fragment followed by a creation one; in other 

E ) 
E) e eeE) e 

e 
ee (b) 

ca) d;~gr~", compoqd of 2 diagonal 

dial/OlIlJl ,,..,,,,.lIt frltgments 

FIG. 5. Examples of diagonal diagrams. [The two lower cycles 
of diagram (a) must also have a central line.] 

----
10 We shall often drop the arrows and wave vectors of the dia­

grams; in that case a single diagram will represent a summation 
over all the diagrams which differ by the wave vectors only' the 
only exception will be for the lines which remain at the left of 
the diagram. The wave vectors of those lines are those described 
by the set {nk} of the Fourier component. 
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(a) 

FIG. 6. Examples of nondiagonal 
destruction fragments. 

c~_ c __ _ 
ee eE 

e 
(b) (e) 

words, in each of the states, there are at least three lines 
which come or go to a vertex. Examples are given in 
Fig. 8. 

The most general diagrams are either diagonal or 
nondiagonal. Diagonal diagrams are made from a suc­
cession of diagonal fragments. Nondiagonal diagrams 
contain at least a destruction or a creation fragment 
or both. Taking into account the fact that a diagonal 
fragment added to the right (left) or a destruction 
(creation) fragment gives rise to a destruction (crea­
tion) fragment and that a creation fragment followed 
by a destruction one gives rise to an irreducible destruc­
tion-creation fragment, we are left with four types of 
nondiagonal diagrams: . 

(a) nondiagonal destruction diagram: destruction 
fragment possibly followed by a succession of diagonal 
fragments; 

(b) nondiagonal creation diagram: a creation frag­
ment possibly preceded by a succession of diagonal 
fragments; 

(c) nondiagonal reducible creation and destruction 
diagram: destruction fragment followed by a creation 
fragment with or without a succession of diagonal 
fragments between the the two nondiagonal ones; 

(d) nondiagonal irreducible creation-destruction dia­
gram: described in the foregoing. 

We obtain in this way a very simple topological classi­
fication of the general diagrams. Examples are given in 

(a) 

FIG. 7. Examples of nondiagonal 
creation fragments. [The lower cy­
cle of diagram (b) must also have 
a central line.] 

~)ee 

-----) 
e 
e 

(b) 

Fig. 9. As we shall see later, the asymptotic contribution 
of a given diagram is closely related to its topological 
structure. 

7. TIME DEPENDENCE OF DIAGRAMS 

To each product of n matrix elements [see (6.1)J is 
associated an integral of the form 

i t ftn-l 
dt l • • • dtn exp( -iaolI) 

o 0 

n-l 

X { II exp[iai(ti-ti+I)J} exp(ia"t,.). (7.1) 
i"""l 

From (6.1) we see that 

(7.2) 

where I {nk(il}) represents the state during the time 
interval (ti- ti+l). The ' for the Lk means that the 
frequencies corresponding to "free" lines, i.e., to lines 
which are propagated freely from the initial time to the 
final time, are not taken into account. Indeed, those 
lines play no role in the integral; if we consider the 
integral as written in (6.1), we see that for free lines 
the difference (n-n') vanishes at any time ti. In other 
words, o:o(a,,) is the sum of the frequencies of the lines 
which have been created (destroyed) somewhere in the 
diagram, whereas each of the a.(1 ~ i~ n-1) is the sum 
of the frequencies of all the lines except the freely 
propagated ones which are present during the time 
interval ti- ti+l. Examples are given in Fig. 10. For all 
diagrams, except the irreducible destruction-creation 
diagrams, at least one of the a's is equal to zero j (m+ 1) 
of the a's are equal to zero if m is the number of diagonal 
fragments which can be isolated in the diagram. The 
expression (7.1) is the time integral which appears in 
(6.1), and therefore determines the evolution of pInT,} (t). 
lIowever, we are interested in the distribution function 
rather than in the Fourier components. From (4.1), we 
thus see that (7.1) has then to be multiplied by a time­
dependent function exp[ -i LA: nkWktJ where I {nk}) is 
the final state. Therefore, rather than (7.1) we have to 

(a) 

(b) 

FIG. 8. Examples of nondiagonal irre­
ducible destruction-creation fragments. 

39E 
(---

(e) 
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eleieeiee! 
: i 'eieie!e . , ' I~e ' : e : :'C7 

: ; : 
(a) 

ee ~ ee E3c e ee e E ~ eee 
e e 

consider 

(b) 

ege~(--­

e g e E 
e 

(d) 

i t jtn-l 
I(t)=exp(i-yt) dt l ••• dtn exp[iaO(t-t l )] 

o 0 

n-l 
xII exp[iai(ti- ti+l)] exp(iantn ), (7.3) 

i-=l 

where -y is the sum of the frequencies of the lines which 
are propagated freely through the entire diagram. We 
shall assume that t is sufficiently large to enable us to 
make an asymptotic evaluation of (7.3). In order to see 
what this means, let us consider a simple example: the 
asymptotic contribution of the cycle. We have7 

>.2 L I Vkk'-k"12[~+~ __ a_](JkJk'Jk") 
kk'k" aJk aJk, aJk" WkWk'Wk" 

x[~+~ __ a_]ft dt1itl dt2 
aJk ah, aJk" 0 0 

Xexp[i(Wk+Wk'-Wk") (tl-t2)]. (7.4) 

If we perform the time integrations using as variables 

r=r1-'1"2 and T= (r1+72)/2, 
we obtain 

t t-T/2 

f daf(a)i dreiaTf dT 
o ./2 

= f daf(a) it dreiaT(t-r) (7.Sa) 

f { eiat-l d eiat-l} 
= daf(a) t --+i--- , 

ia da ia 
(7.Sb) 

(c) 

FIG. 9, Examples of general reducible diagrams: (a) diagonal 
diagram with 8 diagonal fragments; (b) destruction diagram: 
4 diagonal fragments preceded by a destruction fragment; (c) crea­
tion diagram: 3 diagonal fragments followed by a creation 
fragment; (d) destruction-creation diagram: destruction fragment 
followed by three diagonal fragments followed by a creation 
fragment. 

where a=wk+wk'-Wk'" and where we have taken into 
account the fact that for N ~ 00, the frequency spec­
trum becomes continuous and the Lk can be trans­
formed into an integral. It is well known that for long 
times, i.e., for times 

(7.6) 

where (Ila) is the interval of a over which the function 
f(a) can be considered as slowly varying, the first term 
in the rhs of (7.Sb) takes the asymptotic form 

The times T in (7.Sa) which give this contribution are of 
the order of (lla)-I. If we take this into account as well 
as (7.6), we may neglect T in the expression (t- T) in 
the rhs of (7.Sa), i.e., we may neglect the second term 
in the rhs of (7.Sb) and the asymptotic value of the inte-

(a) 

( ~~ )®( /38 

®~ ~ 
(b) 

FIG. 10. Examples illustrating (7.1). The ,3's denote the sum of 
the frequencies of the corresponding three lines. The ai's in (7.1) 
are given by (a) 000=0 001 ={h 002=0 003=,32 00,=0 

(b) 000=,:/1+':/2 001 = i32 a2=':/2+i33 aa=':/3 00(=0 006=':/, 
001=.84+135 ct,=i3, a8=i3.+.8s "",=,:/. 0010=0 ctl1=.87 
ct12=0 ct13=i38 ct14=':/8+tls ct,=/3s. 
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k--~---

If---~-­

k·---~--

FIG. 11. Example 
of free propagation 
diagram. 

gral is given by (7.7). As T is the time interval during 
which the scattering process occurs, we see that scatter­
ing processes which contribute asymptotically are in­
stantaneous events on a macroscopic scale. The condi­
tion (7.6) has a simple physical meaning. Indeed, the 
function /(0.) is essentially of the form 

1 
L I Vkk'k" 12"---

kk'k" WkWk'Wk" 

transformed into an integral. It can be shown (see for 
instance Peierlsll) that the coefficient 

I V kk' k" 12/ Wk2Wk,2Wk,,2 

is nearly constant. Therefore, the variation of the 
function /(0.) will be mainly determined by the disper­
sion law which must be used to transform the sum over 
kk'k" into an integral over a. This function will be 
slowly varying provided we consider frequency intervals 
smaller than the Debye frequency WD. Therefore, we 
have 

(7.8) 

In other words our asymptotic evaluation will be 
correct provided we are interested in times much larger 
than characteristic molecular times of the order of 
(WD)-l. Let us now consider another way to evaluate 
(7.4) asymptotically which will be more practicable for 
general integrals of the form (7.3). The integral over 
time (7.Sb) is a regularfunction of a. If we assume/(a) 
to be regular on the real axis, we can consider complex 
variables (a+ie) and write (7.Sb) as 

(7.9) 

If et»1, we can drop the oscillating term in (7.9). 
If we assume that the first complex pole of the 

function /(0.) is at a finite distance12 from the real axis, 
we can choose a finite E (of the order of WD for instance) 
and for large t, the condition eD>1 is then satisfied. 
Then (7.9) becomes 

t 1} ---+ , 
i(a+ie) (a+ie)2 

(7.10) 

11 R. Peierls, Quantum Theory of Solids (Clarendon Press, 
Oxford, England, 1955). 

12 For gases, this condition can be studied more precisely. Let 
us for instance consider a screened Coulomb potential. Then the 
Fourier coefficients are Vk=1/(k'+K1) and the pole is at k=iK. 
The condition 4»1 can then be interpreted as the fact t!tat the 
time t must be sufficiently large to allow the particles to tm vel a 
distance much larger than the range of the forces. 

where the integration has to be done along the real 
axis. These two terms correspond to the two con­
tributions in (7.Sa) or (7.Sb). Here too, the second term 
is of the order of the collision time WD-1 and may be 
neglected with respect to the first one which is of 
order t. We obtain therefore the following asymptotic 
contribution: 

l.i~ fda/(a) { t } 
~ i(a+iE) . 

(7.11) 

This expression is equivalent to (7.7) (see for instance, 
Heitler13). This method of asymptotic evaluation will 
always be used in the following. In other words, for each 
sum of frequencies which appear at a vertex, i.e., to 
which corresponds a Fourier coefficient of the potential 
V kkk" , we shall consider the complex variables (a ±iE), 
the sign being such that we can drop asymptotically 
the exponentials. Therefore, the only oscillating factor 
which we shall keep in (7.3) is the factor ei-rl which cor­
responds to the oscillations related to free propagation. 
For instance, for the diagram of Fig. 11, we have 

f dag(a)e iat 

with 

With this method, it is possible to evaluate asymp­
totically the integral (7.3). This will be done in Appendix 
I. Let us first consider the reducible diagrams: the most 
general diagrams of this class are made of a destruction 
fragment, followed by a diagonal region containing m 
diagonal fragments, and then by a creation fragment. 
Diagonal diagrams, destruction, or creation diagrams 
can be considered as particular cases of reducible 
diagrams. For such diagrams we have the following 
theorem: 

Theorem I: Any reducible diagram has an asymptotic 
contribution proportional to 1m , where m is the number 
of diagonal fragments in the diagonal region of the 
diagram. 

As examples of application of this theorem, let us 
consider the diagrams of Fig. 9. For the diagram (a) 
m=8; (b) m=4j (c) m=3j (d) m=3. 

For the irreducible destruction-creation diagrams w.e 
have theorem II. 

FIG. 12. Lowest-order contributions to P3n'(t) [( )m means a suc­
cession of m cycles]. 

13 W. Heitler, The Quantum Theory of Radiation (Clarendon 
Press, Oxford, England, 19.54). 
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typical contributions to r:2 ) (tJ 

(et e (e) Fo(O)j(ete (e)"e (eyfo(O) 
ee e e 

(et e (et E g(o) j (er ( g(o) 

e e 

ty pical contributions to fo (") (t) 

FIG. 13. Contributions to PO(4) (t) obtained from contributions to PO(2) (t). 

Theorem II: Any irreducible destruction-creation 
diagram has a vanishing asymptotic contribution. 

8. ASYMPTOTIC CONTRIBUTIONS TO THE 
FOURIER COMPONENTS 

We are now interested in the asymptotic behavior of 
the Fourier coefficients for homogeneous systems. More 
precisely, if we call P3n(t) the Fourier coefficient de­
scribing n correlations between three normal modes, we 
are interested in the asymptotic behavior of the function 

P3n(t) exp( -iw3nt) , (8.1) 

where Wan is the sum of the frequencies of the 3n normal 
modes considered. We want to keep in (8.1) all terms 
up to order X2<. We have to take into account both the 
asymptotic contributions of the products of matrix 
elements and the order of magnitude of the initial 
Fourier components. From the theorems of Sec. 7, we 
see that the only diagrams which contribute asymp­
totically are the reducible diagrams. We can separate 
those diagrams into two groups: (a) diagonal diagrams 
and destruction diagrams; (b) creation diagrams and 
reducible creation-destruction diagrams. Let us also 
split (8.1) into 2 parts: 

P3n(t) exp( - iw3nt) = P3n' (t) exp( -iw3"t)+P3n" (t), (8.2) 

where Pan'(t) exp( -iW3nt) contains the asymptotic con­
tributions of all diagrams of group (a) and P3n" (t) 
those of group (b). As all diagrams of group (a), except 
those which are made by a single nondiagonal destruc­
tion fragment, end with a diagonal fragment, P3n' (t) 

might be expected to obey a simple diagonal equation. 
On the other hand, all contributions to P3n" (t) [i.e., of 
group (b)] end with a nondiagonal fragment, and we 
may certainly not expect a diagonal equation for those 
functions. 

We may write 

P3n' (t) = X "{P3n'(O) (t)+X2p3n'(2) (t)+ 
+X4p3n'(4) (t)+ ... +X2Tp3,,'(2r) (t)+ ... }, (8,3) 

where the functions P3n'(2i) (t) are defined as the asymp­
totic contributions of all diagrams of type a, including 
the order of magnitude of the initial Fourier component 
in the diagram, whose asymptotic contribution is of the 
form X2i(X2t)m; m ~ O. (8.3) is not a true expansion in 
power series of X. Indeed, the initial Fourier components 
may contain higher-order terms with respect to X than 
those given explicitly in (5.2), and the product (X2t) 
itself is X dependent. The X dependence in (8.3) may be 
easily verified. The factor X n in front of the rhs of (8.3) 
is caused by the initial conditions. Indeed, the lowest­
order contribution to P3n'(t) is that of the diagram of 
Fig. 12. The fact that the expansion contains only even 
powers of X can be seen in the following way. If we 
consider a diagram contributing to P3n' (2i) (t) and want 
to obtain the next diagrams, we can either replace a 
diagonal fragment by a higher-order one, or add a cycle 
in the destruction fragment or finally add a destruction 
transition in the fragment, but then the initial Fourier 
component has one more correlation. These three pos­
sibilities are illustrated in Fig. 13. Each of them leads 
to one more uncompensated).2 factor. 
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FIG. 14. Simplest diagonal operators. 

In the same way, we may write 

Pan" (t) = X n{pan"(O) (t)+X2p3n"(2) (t)+ ... 
+X2rp3,."(2r) (t)+ ... }, 

PO"(t) =0. (8.4) 

The last equation comes from the fact that no diagrams 
involving creations contribute to PIO) (t). 

9. EVOLUTION EQUATIONS FOR !'3n'(i) 

We shall now show that the functions P3n'(2r) (t) obey 
the following differential equation: 

ap3n' (2r) r 
X2 L[S13n .3n].+1-i pan'(2i) (t). (9.1) 

at i=1 

The operator in the rhs is the operator corresponding 
to all diagonal fragments containing (r+1-i) cycles. 
Examples are given in Fig. 14. The important 
point in (9.1) is that this equation is diagonal in 
the index 3n. It is sufficient to establish this equa­
tion for po'(2r). Indeed, the diagrams which contrib­
ute to P3n'(2r) differ from those which contribute to 
po'(2r) by a set of 3n lines which are freely propagated 
through the diagram. As these lines play no role in the 
asymptotic evaluation, we can as well add them at the 
last step. The diagrams contained in Po' (2r) are all 
diagonal diagrams and all destruction diagrams with 
asymptotic contributions of the form X2r(X2t)n. Let us 
first consider the case r=O. Then we have only diagonal 
diagrams because all destruction diagrams contain at 
least one uncompensated A2 factor. We have to keep all 
diagonal diagrams whose asymptotic contributions are 
of the form (X 2t)". As we get a factor t for each diagonal 
fragment, we see that the only diagonal fragments we 
have to consider must be proportional to X2, i.e., must 
be cycles (Fig. 15). 

This can be written 

po' (0) (t) = L {n diagonal fragments made by n 
n=O 

cycles} po(O). (9.2) 

The asymptotic contribution of the nth term is of the 

Foro) (t) = ~: (ey fa (oj 

FIG. 15. 

form (see Appendix I) 

X(OloLfIO)} 

(X2t)n 
=-{L it(aj)(015LfIO)}n 

n! ex; 

=X2n[S10.0]lni t 
dtlitl dt2···i tn

-
1 

dtn, (9.3) 

where oL j means that we consider the cycle corre­
sponding to the normal modes involved in (Xi> and the 
sum over aj means that for each cycle we sum over all 
possible 3 normal mode processes. The operator [S1o.oJ 
in the rhs is time independent. We may thus write 

PO' (0) (t) = poCO) +X2[Oo.0]1 ( dtl{ f. n diagonal 
Jo 10=0 

fragments made by n cycles}PQ(O), (9.4) 

where in the rhs the contributions in { } are of the 
same form as in (9.3), but are taken up to time tl 
instead of t. If we take into account (9.2), we obtain an 
integral equation for po'(O)(t); 

PO' (0) (t) = poCO) +X2i t dtl[OO.O]lPO'(O) (ll), (9.5) 

which leads to the differential equation 

(9.6) 

We shall now follow exactly the same procedure to 
obtain (9.1) for r>O. In this case, we have (see for 
instance Fig. 13 for r= 1 and r= 2) 

<Xl 

po'(2r)(t)= L X2m{m diagonal fragments formed 
m=l 

by (m+r) cycles}po(O) 

r 

+ L X -I{ destruction fragment formed 
1=1 

by I destruction transitions and (r-I) 

cycles}P31(O) 

<Xl T+k-I T-n+k 

+ L L L X2k-l{k diagonal frag-
k=1 n=k 1=1 

ments formed by n cycles} 

X (destruction fragment formed by I 

destruction transitions and (r-n-l+k) 

cycles}P31(O). (9.7) 
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The asymptotic contribution of all those terms is 
immediately seen to be proportional to some power of 
'A2t if one takes into account theorem I. 

To establish an equation for po'(2r) (t), let us first 
notice that for times for which the asymptotic time 
integration holds, the second sum in (9.7) gives simply 
a constant, independent of time. Therefore it will 
cancel on being differentiated with respect to time. Let 
us consider the first term. Let us denote by [no.O]a the 
contribution of a diagonal fragment formed by a cycles: 
We may transform this term in the same way as we 
transformed the rhs of (9.2): 

00 

L :\2m{m diagonal fragments made of (r+m) 
m=1 

cycles}po(O) 

=>,.2[no.oJ+Ii t 

dtl{po(O)+ ~[(m-l) diagonal 

fragments made of (m-l) cycles]po(O)} 

+>,.2 'El[no.o]ai
t 

dtl E2 {(m-l) diagonal 

fragments made of (r+m-a) cycles}po(O), (9.8) 

where all contributions at the right of the operator 
[no.OJa have to been taken up to time tl. Taking into 
account (9.2), (9.8) can be written as 

:\2[no.o]r+Iil dt !Po (0) (tl)+>,.2 El [no.oJail dtl 

X :E {m diagonal fragments made of (r+m-a-1) 
m=l 

cycles}po(O). (9.9) 

We proceed in the same way with the third contribution 
to (9.7). We again write explicitly the last diagonal 
fragment 

00 r+k-l r-n+k 
L L L :\2k-l{ k diagonal fragments made 
k=1 n=k 1=1 

of n cycles} X {destruction fragment made of 1 

destruction transitions and (r-n-l+k) 

cycles}P3/(0) 

r i l r-a+l 
=>,.2 L [no.O]a dt1 L: >,.-/{destruction fragment 

a=1 0 1=1 

made of 1 destruction transitions and 

(r-a-l+1) cycles}P3l(0) 

00 r+k-l r-n+k n-4l 

+:\2 L L L L [nO.O]a>,.2k-2-1 
k=2 n=k 1=1 a=1 

I 

X i dt 1{ (k-l) diagonal fragments made 

of (n-a) cycles} X {destruction fragment 

made of 1 destruction transitions, and 

(r-n-l+k) cycles}P3l(0), (9.10) 

where we have considered separately the term k= 1. 
If we replace k by k+ 1 in the second term of (9.10) 
and change the order of the summations, we obtain 

r it r-a+l 
:\2 L [no.O]a dt1{ L >,.-I[destruction fragment 

a=1 0 1=1 

made of 1 destruction transitions and 

(r-a-l+l) cycles]p31(0) 

r+k r-n+41 
+ L L L :\-1+2k [k diagonal fragments 

k=1 n=k+a 1=1 

made of (n-a) cycles] X [destruction fragment 

made of 1 destruction transitions and 

(r-n-l+k+1) cycles]p3l(0)}. (9.11) 

If we replace in (9.7) the 1st and 3rd terms by (9.9) 
and (9.11) and take into account (9.7) for r replaced 
by r-a+l, we obtain 

r 

po'(2r)(t)=L >,.-I{destruction fragment made of 
1=1 

1 destruction transitions and (r-l) 

cycles}P3l(O) 

(9.12) 

The asymptotic contribution of the 1st term in the rhs 
being a constant with respect to t (see theorem I), we 
obtain indeed (9.1) by differentiation with respect to t 
of (9.12). If we take into account (8.3) we may trans­
form (9.1) into a differential equation for P3n' (t) valid 
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e 

+ 

_3'_) _3_) 
FIG. 16. Simplest nondiagonal operators. 

to order ;\n+28. We have 

ap3n' (t) 8 ap3n'(2r) 
___ =;\n I: ;\2r __ _ 

at r=Q at 

8 r 

=;\n+2 I: I: ;\2r[n3n ,3nJ+l_i P3n'(2i)(t) 
r=O i=O 

8 8-a 

=;\n+2 I: ;\2a[n3n,3n]a+lXI:{;\2iP3n'(2i) (t)}. 
a=O i=O 

(9.13) 

The summation over i can be extended up to i=s; 

this only adds terms of higher order than ;\ n+28 and the 
equation is still correct at that order. We then obtain 
for P3n' (t) the very simple "diagonal" differential 
equation for the time rate of change of P3n' (t) 

(9.14) 

The properties of these equations will be studied in a 
subsequent paragraph. 

p .. (b) 

'(5 (t) G (0) + 

10. EVOLUTION OF THE FUNCTIONS 93 .. " (t) 

We have seen that for P3n'(t), the last fragment at 
the left plays an essential role in determining the 
evolution equation. This will again be true for the 
functions P3n" (t). As this last fragment is always a 
creation fragment, we may no longer expect a diagonal 
equation. Indeed, we shall show that P3n"(2r)(t) obeys 
the following equation: 

n 

P3n"(2r)(t) = I: exp[ -iw3(n_m)t] 
m=l 

r 

XI:[n3n,3(n_m)J;mp3(n_m/2(r-i) (t). (10.1) 
i=Q 

This equation relates P3n" (2r) (t) to all the functions 
P3(n-m/2(r-i) (t). There is a basic difference in the be­
havior of P3n' and of P3n". While the functions P3n' 

satisfy a separate set of equations independent of the 
P3n", the functions P3n" are completely determined by 
the values of the P3n"S. Moreover, only the functions 
P3k' with k<n and corresponding therefore to a smaller 
number of correlations enter into the equation for P3n". 

The operator [n3n ,3(n-m)]r corresponds to all the non­
diagonal creation fragments made of i cycles and the 
m nondiagonal creation transitions which are necessary 
to go from the state 3(n-m) to the state 3n. Examples 
are given in Fig. 16. The operator n is again time 
independent. The oscillating factor in front corresponds 
to the free propagation of the (n- m) correlations which 
were already present initially. It corresponds to the 
oscillating factor eirt of (7.3) which is not used in the 
asymptotic integrations. As in Sec. 9, we again consider 
first the case 1'=0. We then have only creation diagrams 
because destructions always introduce at least one 
uncompensated;\2 factor. We have 

I 00 

P31"(O)(t)=;\-1 I: I: ;\m+2k{creation fragment 
m=! k=Q 

made of m creation transitions} 

x {k cycles} P3(l-m) (0) 

Xexp[ -iW3(l-m)tJ (10.2) 

Examples are given in Fig. 17. 
Using the notations explained in connection with 

FIG. 17. 
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(10.1), we can rewrite (10.2) as to time t (see Appendix I). If we use (9.2), we obtain 

I 

P31'(O) (t) =")..-1 L: ")..m exp[ -iw3(l-m)t][11 31 ,3(l_m)]Om 
m=I 

I 

P3z"(O) (t) = L: exp[ -iw3(I_m)t][11 31 ,3(1_m)]Om 
m=l 

00 

X {L: ")..2k[k cycles]P3(l_m) (0) }. (10.3) 
XP3(I_m/(O) (t). (10.4) 

k=O 
Let us now consider the case r>O and again follow the 

The contributions inside { } have now to be taken up same procedure. We have 

I 

P31"(2r) (I) = L: ")..-l+m exp[ -iW3(l-m)t]{ creation fragment with m creation transitions and r cycles}P3(I-m) (0) 
m=l 

I 

+ L: L: L: ")..-I+m+2s exp[ -iw3(l-m)t]X{creation fragment with m creation transitions and n 
m=l n:o::() 8=1 

cycles} X (s diagonal fragments made of (r+s-n) cycles}P3(I_m)(0) 

1 r-l r-n 

+ L: L: L: ")..-l+m-I' exp[ -iw3(l-m)/]X {creation fragment with m creation transitions and n 
m=1 n=O 1'=1 ' 

cycles} X (destruction fragment with p. destruction transitions and (r-n-p.) cycles}P3(1-m+I') (0) 

I r-l r-n 00 r+8-n-,u 

+ L: L: L: L: L: ")..-I+m-I'+2s exp[ -iw3(I_m)t]X {creation fragment with m creation 
m=l n==O ,u=1 3=1 k=8 

transitions and n cycles} X {s diagonal fragments made of k cycles} X {destruction fragment 

made of p. destruction transitions and (r-n-p.-k+s) cycles}Xp3(l_m+I')(0). (10.5) 

Examples are given in Fig. 18. Let us again write explicitly in (10.5) the operator corresponding to the creation 
fragment at the left. If we change the order of the summations over p. and k in the last term, we obtain 

l r-l 00 

P3z"(2r)(/)= L: L: ")..-!+m exp[ -iW3(l_m)t][1131 ,3(I_m)]nmX[L: ")..2s 
m=l n=O 8=1 

X{s diagonal fragments made of (r+s-n) cycles}P3(l_m)(O) 

r-n 
+L: ")..-I'{destruction fragment with p. destruction transitions and (r-n-p.) cycles}P3(!--m+I')(0) 

1'=1 

ao r-n+s-l r+s-n-k 

+L: L: L: ")..-1'+28{S diagonal fragments made of k cycles} X {destruction fragment 
8+1 k=8 1'=1 

made of p. destruction transitions and (r-n-p.-k+s) cycles}P3(l_m+I')(0)] 

I 00 

+ L: [1131,3(I_m)]rm exp[ -iW3(l-m)/]{P3(I-m) (0)+ L: ")..28[S diagonal fragments made of s cycles]p3(l-m) (0), 
m=l 8=1 

(10.6) 

where again all the contributions at the right of the operators 11 have to be taken up to time t. If we take into 
account (9.7) for r replaced by (r-n) and (9.2), we obtain 

I r 

P3t (2r) (I) = L: L: exp[- iw3(I-m)/][Q31,3(I-m)]n mpZ(I_m/2(r-n) (I) (10.7) 
m=l n==O 
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FIG. 18. 6' has one 
correlation in com­
mon with 6; 3' is 
a correlation which 
does not appear in 6. 
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in agreement with (10.1). As for P3t'(t) we can write an equation for pal'et) correct up to order Xl+2,: 

, 
P3z"(t) =)..1 L )..2rp3n"(2rJ(t) 

,=0 

I $ 8-i 

=)..i L exp[ -iW3(I_m)t] L )..2i[03I,3(I_ml]rXL )..2ap3(l_m)'2a(t). (10.8) 
m=l i==() a=O 

Once more the equation remains correct at order )..1+2. if we extend the summation over a up to a=s. Then 

z • 

P3z"(t) = L Am exp[ -iW3(l-m)t]{L X2i[031,3(l-m)]r}P3(I_m/(t). (10.9) 
m=l i~ 

This equation relates pat (t) to the functions P3(l-m>' (I). Whereas Eq. (9.14) describes the evolution of the function 
P3n(t) exp[ -iW3nt] due to interactions among normal modes not involving the 3n normal modes described by that 
function, the function P3n"(t) contains the part of the evolution due to mechanical interactions between those 
3n normal modes. As can be seen from (10.9), those interactions must occur at the end of the process in order 
to contribute asymptotically. 

n. EXAMPLES OF APPLICATION-EQUATIONS 
UP TO ORDER l,2 

The result of the two preceding sections can be 
summarized in the following way. The evolution of the 
system at a given finite order A· is given by 

P3n(t) exp( -iW3nt) = P3n/(t) exp( -iW3nt)+P3n"(t), 

n~ s (11.1) 

n 

P3n"(t) = L )..m exp[ -iW3(n-m)t] 
m=l 

(8-n)/2 

X { L )..2i[031,3(I_m)]r}P3(I_m/ (t), (11.3) 
i=O 

po" (t) =0. (11.3') 

It is important to remember that those equations are 
valid only for times such that asymptotic integration 
is permitted, i.e., much larger than characteristic 
molecular times (see Sec. 7) 

(11.4) 

Moreover, by using an expansion in terms of C}..2t) m}.2 i, 
we introduced a further condition for the validity of 
these equations. Indeed, these will be valid for times t 
such that the product }.2t is finite for X small; more 
precisely, we consider times t of the order of the re­
laxation time Treh which is assumed to be of the form 

by combination of (11.4) and (11.S), the condition 

(11.6) 

The fact that the Eqs. (11.2) and (11.3) are valid to 
order X' also means that all terms of the form }.o+m (X2t) n, 
m~ 1 which may arise in their solutions are meaningless. 
In other words (11.2) and (11.3) are simply a compact 
way of writing the sets of Eqs. (9.1) and (10.1). 

As an illustration, let us write more explicitly the 
equations of evolution up to order X2. At order XO, i.e., 
for weakly coupled system, we have the simple equation 

(1/X2) (apolat) = [nO.O]1 poet), (11.7) 

where the operator [OO.OJI corresponds to the cycle and 
is given inl [Eq. (2.13)]' This equation is nothing else 
than the usual master equation for weakly coupled 
systems. At order X, we have to add the equations 

(1/X2) (apa' I at) = [na.a]1 pa' (t), 

pa" = [Oa.oJolpo' (t), 

(11.8) 

(11.9) 

where [Oa.a]t corresponds to the cycle to which three 
freely propagated lines are added, i.e., 

= L {it(WZ+WI·+wz"){hh.h,,IOLj hh,h,,1 z11'11,,) 
H'l" 

X (hh, h" 1/11' 11" I oL j hhl hll) 

+similar terms with (1 111'-1/11), 

(b-11,-1 zll), and (-1 1-11,-11,,)} ,(11.10) 

and [Oa,oJol corresponds to the :first diagram of Fig. 16 

(l1.S) [Olklk,lk",O]Ol=it(Wk+Wk'+Wk") 

X(hh·h"jIlL\O). (11.11) 

The condition (11.4) of validity of the asymptotic Finally, at order}.2 the equation for po itself is modified 
integrations is independent of }.. It is only the fact we 
use an expansion in terms C!f ()..2t)"'A2i which introduces, (1/}.2) (iipol iit) = [nO,oJl po+ }.2[OO,OJ2 po. (11.12) 
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The operator [nO,O]2 is given in Fig. 14 and is studied 
in Appendix II. At order A2, the functions pa' and pa" 
are still given by (11.8) and (11.9). However, we still 
have to add the following equations in order to 
have the complete description of the evolution of the 
system to order A2: 

(l/X2)(ap// at) = [n6,6]1 ps' (t), (11.13) 

P6" (t) = [n6,a]01pa' (t)+[ne,a']olpa,' (t) 
+ [ne,o]02po' (t) if 6=3+3', (11.14) 

where the operator in (11.13) corresponds to a cycle 
plus six freely propagated lines and the operators in 
(11.14) are shown in Fig. 16. 

12. APPROACH TO EQUILIBRIUM 

Let us first consider the behavior of the functions 
P3,..'(t). The lowest-order contribution for each of these 
functions is given by (9.1) for r=O 

Opan'(O) (t)/ ot= [nan ,an]1 pan' (0) (t). (12.1) 

The operators [nan,3nJ have quite remarkable proper­
ties which have been studied previously in a paper by 
one of us (I.P.) and J. Philippot7 (where these operators 
are denoted by 0(3n)' For instance, [nO,0]1 is a self­
adjoint operator with negative eigenvalues 

(12.2) 

if !Pm is an eigenfunction of [no, oJ. To the eigenvalue 
,uo=O correspond the eigenfunctions 

!Po = f(Ho). (12.3) 

Now the operators [nan,an]l may be written in the 
following way: 

(12.4) 

where Man and Fan are not operators but functions of 
the action variables. The real part of these operators is 
also a self-adjoint operator with negative eigenvalues 

{[nO,O]1- M a,,2} !pm (3n) = -,um (8n) !Pm (8n), (12.5) 

but this time, the only way to obtain ,um(3n)=0 is to 
take 'Po(8n)=0. Therefore, for large times, one obtains 
as a consequence of (12.1) 

P{oJ(O)(t~ 00) ~ f(Ho) , (12.6) 

P3n'(0)(t~ 00)~0. (12.7) 

H we use these results, we can study Eqs. (9.1) in the 
next order. For large times, we can write 

(1/X2)(apo'(2) / at) = [nO,O]1 PO' (2)+[no,o]2f(Ho) , (12.8) 

whereas for pan'(l), we obtain 

(1/X2)[aPan'(2) (t)/ at]= [nan ,3nJ P3n'(2) (t). (12.9) 

H we use again the properties of the operator in the 

rhs of (12.9), we obtain 

P3n' (2) (t -'> 00) -'> O. (12.10) 

It is easily seen that if we go on with this procedure, 
we shall obtain 

pan' (t -'> 00) -'> 0 (12.11) 

whatever the order in A (this order being always finite 
in order that our equations be valid). Taking into 
account the physical meaning of Pan'(t), we see that 
for large times the contribution of the scattering of cor­
relations not involved in {3n} vanishes. 

The behavior of the function po'(t) for large t is 
somewhat more involved. One can establish the fol­
lowing property (Appendix II): 

[no,o]d(H 0) = - [nO,O]1{ [Po' (2)]eqUil+arbitrary 
function of Ho}. (12.12) 

If we use this result, the properties of [nO,O]1 and the 
normalization condition, we can show that Eq. (12.8) 
leads for large times to the correct equilibrium value 
of PO(2). We have not yet been able to give a proof of 
the approach to equilibrium at an arbitrary order in A. 
The difficulty lies in the mathematical complexity of 
the operators involved. Therefore, a generalization of 
(12.12) is not easy. However, for interacting particles, 
the proof exists and will be published in a subsequent 
paper. Let us now consider the behavior of the functions 
pan" (t). For large times, we can use (12.10) in (10.1) 

T 

P3n"(2T)(t~ 00)= L: [n an ,oJ;np(0]'2(r-i)(t-'> 00). (12.13) 
i=O 

The lowest-order contribution to P3n" (t -'> 00) can be 
shown to be the correct equilibrium expression. This 
can be easily verified for n= 1, introducing (12.6) in 
(11.11) 

pa"(O) =>.[03.oJ01f(Ho) 

=A£t(wk+wk'+wk")(hld~" I oLIO/f(Ho) 

=A Vkk'k" (Jdk,h"/WkWk'Wk") I, (a f/ aHo). (12.14) 

This is generalized for any n in the Appendix II. We 
have not been able to generalize those results for r>O, 
the difficulty being again the mathematical complexity 
of the operators involved. 

13. DISCUSSION-MECHANISM OF 
IRREVERSIBILITY 

An essential feature of the theory, which has already 
been stressed in the study of gases1,2 is the fact that 
the evolution equations at any order AT, r finite, can 
be obtained from a reduced closed set of equations rather 
than from the infinite set of Liouville equations (4.3). 
Indeed, it can be easily verified for instance that the 
evolution equations at order AO, X, and X2 could have been 
obtained as the asymptotic solution of the following 
sets of equations (see Fig. ~9). One sees immediately 
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FIG. 19. Reduced sets of 
equations for the study of 
the evolution of the system 
at order '>..0, X, and XI. 

Ordre )..0 

()p(o) = E 0 (I) 
Jt 13 

UP3 _ ~ p{O 
of - ~/o 

df]3'_ 
V-

Ordre ~ 

Jp{O}_ E ¥ _ fJ(r) 

etc ..... . 

that these reduced closed sets of equations are obtained 
by neglecting in (4.3) all terms involving correlations 
between more than 3,6, or 9 normal modes, respectively. 
In the same way, at order ).r, the reduced set of equa-

3 

E () (n 
I jJ. 

=====}3' 
f3, (/) + 

tions will contain (r+2) equations never involving 
diagrams with more than 3(r+1) lines. The existence 
of this reduced closed set of equations implies a well­
defined mechanism for irreversibility. In the initial 
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Liouville equation (4.3), every Fourier component 
influences the evolution of any other Fourier com­
ponent. The situation is now completely different. 
Only a finite number of Fourier components describing 
correlations between a finite number of normal modes 
influence each other. These Fourier components still 
influence the higher correlations, but they are no longer 
influenced by them. In other words, the reversible 
behavior is characterized by the fact that the infor­
mation flows in both directions: from pan to pam (n<m) 
and vice versa, while in the presence of irreversible 
processes this is no longer true. This can be represented 
graphically as follows: 

Reversible behavior: po~Pa ~P6~P9;;:=-P12 ~ .... 

I rreversible behavior: 

order AO
: PO~P3 ~ P6 ~ P9 ~ ••. 

order A: Po~Pa~P6 ~ P9 ~ .•• 

order A2 : po~pa~P6~P9 ~ .... 

It is interesting to consider the existence of such closed 
sets of equations as a kind of contraction or shortening 
in the description of the state of the system which 
occurs after times long in respect to the duration of an 
interaction. The existence of such kind of contraction 
was postulated by Bogolioubov,14 and discussed among 
others by Kac and Uhlenbeck.15 

It is obvious that the closed set of equations is only 
meaningful for times such that the asymptotic time 
integration is permitted and that means precisely times 
long in respect to the duration of an interaction. 

The interesting feature is now that for times of the 
order of the relaxation times a further contraction 
occurs. This can easily be seen in terms of our decom­
position of P3n into P3n' and Pan". The operators involved 
in the evolution equation for pan' are diagonal fragments 
which may be considered as describing collisions or 
scattering processes between normal modes. On the other 
hand, the equations for pan" contain the direct inter­
actions between the different normal modes necessary 
to build up the correlations involved in the set {3n}. 

Now we have seen that the P3r/'S go to zero in times 
of the order of the relaxation time. With the disap­
pearance of pan', the system forgets the initial corre­
lations. At the same time new correlations pan" are 
built out of po. Moreover, Po satisfies a separate diagonal 
equation given by (9.14) for n=O. 

Therefore, at this stage a new and more dominant 
role is played by po. The correlations become functionals 
of po. This is again in agreement with the mechanism 
postulated by Bogolioubov.14 

In the case studied here this further reduction 
expresses simply the approach to equilibrium. Indeed 

14 N. N. Bogolioubov, J. Phys. U.S.S.R. 10, 265 (1946). 
1& M. Kac, Probability and Related Topics in Physical Sciences 

(Interscience Publishers, Inc., New York, 1959), p. 132; Appendix 
I by G. E. Uhlenbeck. 

let us write the equilibrium distribution in the form 

f(Ho+AV) 

f··· f (dJda)Nf(Ho+AV) 

(13.1) 

with the normalization condition 

f··· f (dJ)N f(Ho) = 1. (13.2) 

Clearly, all P3nequil, which are the Fourier coefficients of 
pequil, by (13.1) may be expressed in terms of operations 
performed on f(Ho) , that is, as functionals of f(Ho). 

However, this further contraction of the description 
is by no means trivial in hydrodynamical problems 
where one may expect that in the same way the corre­
Ia tions will become functionals of the single particle 
distribution functions depending on the local state of 
the system. 

This problem will be studied in detail in a subsequent 
paper. 

Also a detailed application of this method to the 
calculation of thermal conductivity of strongly anhar­
monic solids will be published separately by one of us 
(F.H.) and L. Blum. 
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APPENDIX I. TIME INTEGRALS 

Let us evaluate integral (7.3) for various situations. 
As the factor ei'Yt plays no role, we shall drop it. Thus 
we have 

n-1 

xII exp[ia i (t;-ti+1)] exp(iantn). (A.1) 
;=1 

As we have said in Sec. 7, asymptotically this integral 
is equal to the sum of all nonoscillating terms where the 
variables ai in the denominators are replaced by 
complex variables ai±iE, and the limit E ~ 0 is taken 
after integration over a's. Our problem, in order to 
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establish theorems I and II is then to find the nonoscil­
lating contributions to (A.1) and their order of mag­
nitude with respect to t. The easiest way to perform an 
integral like (A.1) is to introduce new variables corre­
sponding to the time intervals (t,-tl+1). Let us first 
consider the case where ao=O, i.e., the case of diagonal 
diagrams or destruction diagrams. Then we choose our 
new variables in the following way: 

ti-tl+1=T" 1~i~n-1 
t",=T",. (A.2) 

The domain of integration is defined by the conditions 

0~t",~tn-1'" ~t,~ti--1'" ~t1~t. (A.3) 

Equivalent conditions are 

T,~O, 1~i~n 

t-Li T'~O. (A.4) 

The easiest way to take account of these conditions is 
to take the integral over each Ti from 0 to 00 and 
multiply the integrand by the Heaviside function 
TJ(t- Li T,) defined by 

TJ(X) = 1 x>O 

=0 X<O. (A.S) 

If we use the representation of the Heaviside function 

we obtain for (A.1) in the case ao=O 

l(t)=21rii+00-i. dzeiztXP foo dT, 
-oo-i. Z .=1 0 

(A.6) 

Xexp[i(ai-Z)Ti]. (A.7) 

We can easily perform the integrations over the TIs 

1
+oo- i • eizt n 1 

l(t) = 21ri dz-II . (A.8) 
-oo-i. z i=l i(Z-ai) 

Now if the diagonal region of the diagram contains m 
diagonal fragments, m of the ai are equal to zero and 
(A.8) becomes 

i
+oo-,. eizt 1 

l(t) = (-i)m(21ri) dz- II (A.9) 
-oo-i. Zm+1 all i(Z-ai) a."O 

To perform the integral over z, we close the contour 
by a semicircle at infinity in the upper half-plane and 
use residue calculus. Then we obtain 

(-i)m{ am 1} 
l(t)=-- _eizt IT . 

m! azm all i(Z-ai) .=0 a."O 
(A.10) 

However, only the first contribution, i.e., the contri­
bution proportional to tm is relevant. Indeed, all the 
other contributions are at least of order T/t, where T 
is the characteristic molecular time introduced in 
(11.4), with respect to the first term. The neglect of all 
oscillating terms corresponds to neglecting terms of 
that order (see the discussion for the cycle in Sec. 7). 
We have thus to neglect also constant terms of this 
order. In other words, the asymptotic contribution of 
(A.7) will be of the form 

t
m 

{ 1} 1(t)=- II , 
m! all i(ai-Z) z=o 

","0 

which establishes theorem I. 

(A.H) 

We may also notice that in this asymptotic evalu­
ation each of the m diagonal fragments as well as the 
destruction fragment is an instantaneous event on a 
macroscopic scale. If the last diagonal fragment at the 
left contains (2s) transitions, the a;'s for 1 ~ i~ 2s-1 are 
different from zero, whereas a2.=Oj (A:H) may then be 
written 

{ 

28-1 1 } it i tl 
l(t)= II . dt1 dt2'" 

,=1 ~(z-ai) z=o 0 0 

{

28-1 1 } it = L . dt l X {asymptotic 
,=1 ~(z-a,) .=0 0 

contribution of the remaining part of the 

diagram taken up to time t1}. (A.12) 

This result has been used in (9.8), the factor in front 
of the rhs of (A.12) corresponding to the t functions, 
etc., which appear in the operator [n3n•3n] •• 

Let us now consider the case ao~O, an=O, i.e., the 
case of creation diagrams. The natural change of vari­
ables in this case is obviously 

t-t1=T1 

t,-tl+1=Tl+1, 1~i~n-1. 

The domain of integration is defined by 

Ti~ 0, t- Li Ti~ O. 

(A. 13) 

(A.14) 

If we introduce again the Heaviside function to take 
account of the last condition, we obtain 

i
+oo-i. ei.t n-1 foo 

l(t) = 21ri dz- II dTl+1 
-oo-i. Z i=O 0 
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By following the same procedure as before, it is im­
mediately seen that if m is the number of diagonal 
fragments preceding the creation fragment, the asymp­
totic contribution of I(t) is again proportional to tm. 
This contribution is 

t
m 

{ 1} I(t)=- II . 
m! all i(z-ai) Z~O 

ai¢O 

(A.16) 

If the creation fragment at the end of the diagram 
contains s transitions (s~l) the ai's for l~i'~s are 
different from zero, whereas a.+l=O; (A.16) may then 
be written 

l(t)=BL(z~ai)L~oX{:! ~ i(Z~aiJz~o 
a';-'O 

;>s+1 

= ir{. 1 } X {asymptotic contribution 
i~1 ~(z-ai) z~O 

of the remaining part of the diagram 

taken up to time t}. (A.17) 

This result has been used in (10.3), the factor in front 
of the rhs of (A.17) corresponding to the r functions, 
etc., which appear in the operator [Oan,am] •. The last 
case of reducible diagram we have to consider is the 
reducible destruction-creation diagram. In that case aD 
and aT are both different from zero, but at least one 
of thea/s (1~i~n-1) is equal to zero. In fact (m+1) 
of these a/s are equal to zero if there are m diagonal 
fragments in between the creation and the destruction 
fragment. Let us take aj= 0. Then, we choose the T 

variables in the following way: 

t-t 1=TI, t;-ti+l=Ti+l 

1~i~j-1 and l+j~i~n. 

Then we have 

i+"'-i. eizt ;-1 1'" 
l(t)=21ri dz- P dTi exp[i(ai-Z)TiJ 

-"'-i. z .~O 0 

X IT f'" dTI exp[i(a,-z)T!]. (A.18) 
'~i+1 0 

As m of the remaining a's are equal to zero, it is easily 
verified that the asymptotic contribution of let) is 
again proportional to tm , which again is in complete 
agreement with theorem I of Sec. 7. It can also be 
verified that (A.17) holds for these diagrams also. We 
still have to consider the case of the irreducible de­
struction creation diagrams. Then, none of the a's is 
equal to zero. If we use for instance, the T variables as 
defined by (A.2), we obtain 

+oo-it eizt n i oo 

l(t)=21ri[ dz-eiaotII dT; 
• -OO-iE Z '/,0=() 0 

Xexp[i(ai-ao-Z)TiJ 

[

+OO-i. ei(z+ao)t n 1 
= 21ri dz--- II . 

-"'-i. Z i~ i(ai-ao-Z) 
(A.19) 

If we take as new variable z' = z+ao and use residue 
calculus we immediately see that no term is nonoscil­
lating. Therefore, the contribution vanishes asympto­
tically as stated in theorem II. 

APPENDIX II. PROPERTIES OF SOME OF THE 
OPERATORS WHICH APPEAR IN THE 

EQUATIONS OF EVOLUTION 

The first property we have to establish is relation 
(11.13). The operator [00,OJ2 is given in terms of 
diagrams in Fig. 14. Explicitly, we have 

t[00,0]2=asymptotic limit L: L: [ ( dtl eXP[-i(Wk+Wk+Wk,,)tlJitl dt2 exp[ -i(W,+WI'+W,,,)t2J 
kk' kIf H'l" J 0 0 

X(OloLI hh,h">(hh,h,, loLl hh,l k,,1tl I'lz-,> { ~t2 dta exp[i(wl+WI+WI,,)ta] 

X (hl k,h"l ,1"1,,, I aLI hlk,h,,) ita dt4 exp[i(Wk+Wk+Wk")t4](hh,h,, loLl 0) 
o 

+similar term obtained by permutation of (kk'k") and (ll'l") } + similar terms considering - h 

instead of h, etc-J (B.1) 

(B.2) 

(B.3) 
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1 
X (hh, h" I oL I 0)+ (hh,h"bl /,b" I oL I b1z.b,,) 

i(wl+wl,+wl,,+ie') 

X(bb,b" JoLIO) } + similar terms]' (B.4) 

If we take into account (1.6), we have 

(B.S) 

and therefore 

If we use again (1.6) and take into account that we might have k=l, etc. 

(B. 7) 

we obtain 

If we consider simultaneously the term written explicitly in (B.8) and the corresponding term where (1 /1/,1 /,,) is 
replaced by (-1 1-11,-1/,,), we obtain 

[ 
1 {OU+Ok' I+Ok" I Okl'+Ok' 1'+Ok" I' 

[QooJd(Ho)=lim 2: 2: iVkk'k"IVII'I,,12 +-----
• .-.0 kk'k" WI" i(Wk+Wk'+Wk,,+iE) J I J I' 
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On taking into account 

(B.lO) 

(B.9) can be written 

x L I Vll'I" 12(JJIJI")+similar terms}. (B.ll) 
ll'l" WZWZ''''z'' 

If all terms are written explicitly, we have 

On taking into account the property 
ao(a) =0 (B.13) 

and (1.6), this can be written 

[Qo,o]2!(Bo)= - L {O(Wk+Wk'-Wk,,)(O!oL! hh,-h")(hh,-lk ,, !oL!O)+c.c.} 
kk'k" 

which establishes (11.13). 
The last property we have to establish is the generalization of (11.12) for n> 1 

P3n"(O) (t ~ 00) = [OSn,O]O" f(B 0) 
- r _ ,,(o)]equil 
- LJl3" • (B.IS) 

If we denote by 31, 32, "', 3" the n correlations involved in pan, we have to show 

(B.16) 

where the operator in the lhs contains all possible permutations of the n creation transitions and where in the rhs 
if 31= hh'h'" then Vs1= V kk'k" , (Ja1/W31) = (J J k,J k"/WkWk'Wk")' We shall establish (B.16) by recurrence. First 
of all, let us consider the structure of the terms in the operator in the Ihs. We have 

i
t tn-l 

L asymptotic limit dt1' .. f dt" exp[ -i(w31+w32+' .. +W3n )(t-t1) 
all possible 0 0 

permutatlons 
of (31" ·3.) 

Xexp[ -i(w31+w32+'" +W3n-1) (t1-t2)JX ... Xexp[ -i(W31+W32+'" +W3n_j) (tj- ti+1)]X '" 

Xexp[ -iw31(t,,-1-tn)J(31· . ·3,,! oL!31· .. 3,,-1)(31, . ·3,,_1! oL !31· .. 3,,-2)X' .. X (311 oLIO) 

1 1 
=lim L X X .. · 

.,.....0 all poss!ble i(W31+W32+' "+W3 -iE1-iE2-" ·-ie) i(W31+W32+" '+W3 -1-ie1"'-iE -1) : permutatlOns n n n n 
~.->O of (3,·· ·3.) 

1 
X (31, .. 3n ! oL 131, . ·3,._1) X (31, .. 3,,-11 oL 131, .. 3n-2)' .. (311 oL! 0). 

i(W31-iE1) 
(B.17) 

This can be written as 

n 1 
lim L . . (31" ·3 .. !6L!31·· ·3i- 13j+!·· .3,,)[031" ·3j-13i+!·· '3 ... 0Jo,,-1. 
.->0 i=l t(W31+W32+' .. +WS,,-1,E) 

(B.18) 
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Therefore, if we assume (B.16) to be true for n-l, for n we have 

(B.19) 

(B.20) 

(B.16) is easily established. 
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Liouville Equation and the Resolvent Formalism 
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With the use of the Prigogine and Balescu representation for the description of relaxation starting from 
the Liouville equation, we apply Van Hove's resolvent formalism to obtain higher-order contributions for 
classicai weakly coupled homogeneous gases. These results confirm Van Hove's observation that, for 
appropriate representations, persistent (long time) effects are determined by diagonal matrix elements 
of operators consisting of products of perturbative operators separated by diagonal operators. The 
mechanism of relaxation is also discussed. 

INTRODUCTION 

T HE important contributions of Prigogine and 
co-workers using the Liouville equation as the 

starting point in the investigation of various physical 
problems is well exemplified by the work of Prigogine 
and Balescu1 (hereafter referred to as P-B), dealing 
with relaxation in classical gases. In general, they deal 
with a system of N particles and volume 8~ in the 
limit 

N---4OO 

Q ---4 00 

N/Q=8?r3c=finite constant, 

(1.1) 

where c is the average concentration or number density. 
The Hamiltonian for the system may be written 

H=Ho+V 

We define the operators 

so that 

aHo a 
LO=-iLm-'-

op". oqm 

XOL=i>..Lm[av ~_ av ~], 
oq", apm OPm aqm 

(1.6) 

(1.7) 

We follow P-B and Fourier analyze jN. We order 
this Fourier expansion according to the number of 
nonvanishing wave vectors and explicitly write all 
volume dependencies so that we may assume the 
coefficients do not depend on N or Q separately in the 
asymptotic limit (1.1): 

= Li H;+>.. Li<l' Vi'" (1.2) jN= (8~)-N{po+n-l Lk' LJ Pki exp(ik· qj) 

where H j is dependent on the individual particle 
coordinates and momenta. The potential V is here 
written as a sum of binary interactions but may more 
generally be made up of higher-order interactions. 

ajN +Lm(aH.~_ aH.~)jN=O, 
at ap". aqm aqm ap". 

(1.3) 

where jN, the N particle distribution function in phase 
space, is normalized to unity: 

(1.4) 

The unperturbed Hamiltonian Ho is either transformed 
to, or originally expressed in, a representation in which 
all the canonical coordinates are cyclic and V depends 
generally on the momenta and periodically on the 
cyclic coordinates. Then Eq. (1.3) may be written 

ajN aHo a 
i-=-iLm-'-jN 

at apm aqm 

+iALm[ oV .~_ av.~ l+N' (1.5) 
aqm op". apm aqmY' 

1 I. Prigogine and R. Balescu, Physica 25,281,302 (1959). 

+n-2 Lkl' Lk2' Lh <12 Pklk2i1i2 

Xexp(ik1·qh+ik2 " qi2)+" " . 
+n-' Lkl' ... Lk.' Lh <i2 < ... <is Pkl ... k.i!· .. i. 

Xexp(ik1 • qil+" .. +ik8 " qi,) (1.8) 

where the prime on the k sums signifies the omission 
of the value k=o and n-1 Lk' ---4 J'dk in the limit 
n ---4 00. For further details and many pertinent 
comments, see·P-B. However, we point out here that 
PO is the momentum distribution function and the 
other coefficients are related to correlations of the 
particles. 

In the present paper we depart from P-B most 
significantly in our means of calculating the time 
evolution of the p's. While P-B use a time iterative 
technique, we use a form of the resolvent technique 
given by Van Hove.2 The compactness of this latter 
technique allows us to investigate higher-order con­
tributions with relative ease. We are then able to 
classify these higher-order contributions showing that 
dissipative and cloud effects may, in the appropriate 
representation and for certain long time limits, be 
determined by diagonal matrix elements of operators 
consisting of products of perturbations separated by 

2 L. Van Hove, Physica 21, 517, 901 (1955); 22, 343 (1956). 
23, 441 (1957). 
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diagonal operators which may be singular. This is not 
to say that the evolution of the system has no non­
diagonal determination which in some cases may 
yield long time effects, but only that, in the appropriate 
representation and for certain long time limits the 
diagonal matrix elements determine the persistent 
(long time) behavior. This distinction between diagonal 
and nondiagonal matrix elements of the product 
operators was already stated in the masterful papers 
of Van Hove. 

In the last section we make some comments concern­
ing the mechanism of relaxation. 

ITERATION OF THE RESOLVENT 

Let us write 
(2.1) 

so that 

Pkl" .k/ I " .i'=(kl · .. k.1 U(t) I O)po(O) + .. . 
+ Lk/ ... Lk,-" Lit' <i2' < ... <ir' 

x(kl · . ·k.1 U(t) Ikl '· . ·k,') 
Xpkl" .kr-il'·· ·iT' + .. " (2.2) 

where 

(kl ·· ·k.1 U(t) Ikl '·· ·k,') 

= (8~n)-N f (dq)N exp( -i E k l • qi/)U(t) 

r 

Xexp(i L k l '· qi'z'). (2.3) 
1=1 

From Eq. (1.7), the unitary operator U obeys the 
equation 

i(dU /dt) = (Lo+ML)U (2.4) 

with the initial condition U (0) = 1. Then following 
Hugenholtz,3 we may write 

where 

L= {-flL+MLD.(O)flL 
- X2f1LD. (O)flLD. (O)flL+ ... } D. (2.9) 

Let us define the diagonal operator 

G.= {-flL+MLD.<O)flL 
-X2f1LD.(O)flLD.(O)flL+· .. lSD, (2.10) 

where SD means simply diagonal in the sense there 
are no intermediate states equal to the final (or initial) 
state. Terms . which have intermediate states equal to 
initial (or final) state do arise in L. It is clear that 
the sum of all possible diagonal terms, with or without 
intermediate states equal to the initial or final states, is 

L = G.+XG.D. (O)G.+X2G.D. (O)G.D. (O)G.+· .. 

= G.[l-XGzD.(O)]-l = G .. D.(Dz (0»-\ 

where 

(2.11) 

(2.12) 

It should be noted that L includes all terms which 
are made up of products of diagonal fragments with 
their initial and final states equal to the initial (and 
final) state of the complete {R(Z)}D. Since our interest 
will be in an expansion of R(z) in powers of X, we shall 
not consider separately those diagonal fragments 
formed by two equal intermediate states which are 
not equal to the initial (or final) state of the complete 
{R(Z)}D. 

We want the nondiagonal contribution to R(z) to 
be expressed explicity in simply nondiagonal terms, 
i.e., no intermediate state should equal either the 
initial or final state of the complete nondiagonal 
{R(Z)}ND. To do this, we regroup terms so that all 
possible diagonal fragments connecting either the 
initial or final states with an intermediate state are 
included in diagonal operators separating perturbative 
terms in the product. It follows then that the total 
resolvent is 

U(t)=~ f dzR(z)eizt , 

27r 
(2.5) R(z)=Dz-XDz[flL-MLDzflL 

where the path of integration is any positive contour 
completely enclosing the real axis. Here 

(2.6) 

If we denote (LO_Z)-l by D.(O), we may iterate 
{assuming here once and for all that all such iterations 
converge) to obtain 

R(z) =D. (O)-XD/O)flLD/O) 
+X2D.(O)flLD.(O)flLD/O)-.... (2.7) 

The diagonal part of R(z) is written as 

{R(Z)}D=D/O)+XD/O) L D.(o>, (2.8) 

3 N. M. Hugenholtz, The Many Body Problem Uohn Wiley & 
Sons, Inc., New York, 1959), p. 1 ff. 

+X2f1LDzflLD.flL-··· ]SNDD., (2.13) 

where SND means simply nondiagonal and the 
contributions from all the diagonal fragments connect­
ing an intermediate state with either the initial or final 
state are included in the D •. 4 

The role of G. in causing either cloud or dissipative 
effects is much as described by Van Hove. In the 
Van Hove formulation, cloud effects corresponding to 
G. real when z approaches the real axis are easily 
treated since they act only to shift residues (eigenvalue 
renormalization). The integral over z to obtain the 
diagonal part of U (t) follows immediately from the 
Cauchy integral formula. When G. is complex or 

4 The expression for the simply nondiagonal part of the resolvent 
given in Eq. (2.13) counts certain terms more than once. For most 
potentials of interest, however, the error introduced is negligible. 
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imaginary as z approaches the real axis, there are no 
poles apparent and the residues on the real axis in the 
unperturbed problem do not occur. This is the dis­
sipative case. 

To treat this latter case we follow Van Hove6 and 
note that Gz* = Gz t since L is Hermitian. Thus if we 
set z= r+i'l1, we may write for G. close to the real axis 

G(r±iO) =K(r)±iJ(r) (2.14) 

with K(r) and J(r) real and the notation ±iO means 
±i/'I1/ when'l1-+0. We see then thatG. is discontinuous 
across the real axis whenever J (.I) is nonvanishing. 
We write 

where 
D",=(a/D/a). (2.16) 

We note that D",(r±iO) would have a pole when 

(2.17) 

if J",(.\) vanished. If we denote by la the value of .I 
which satisfies Eq. (2.17), we may write for Da(r±iO) 
in the neighborhood of la 

Da(r±iO) 
= Na(±)[la-rTiOTAiNa(±)Ja(la)]-l, (2.18) 

where 

For r far from la we may also approximate Da(r±iO) 
by Eg. (2.18) since the difference l,,-r then dominates 
its behavior if we assume that AKa'(la) and AJ,,'(l,,) are 
at most of order A. Then to a given order in an iteration 
procedure we may represent D,,(r±iO) by its form 
near its maximal point, i.e., at the point where (2.17) 
holds. 

We may now write, using Eq. (2.5) and setting 
x±=r±iO, 

(2.20) 

We now must see how this formalism works. What 
we do is evaluate G(r±iO) to some order in the iteration 
procedure. We are thereby able to identify K(.\) and 
J(r), which we then use as in the foregoing general 
formulation. We consider then the problem so well 
treated by P-B; i.e., the classical homogeneous weakly 
coupled gas. 

CLASSICAL WEAKLY COUPLED 
HOMOGENEOUS GAS 

We take over the P-B formulation and notation for 
this problem. Thus 

H=L,i (Pl/2m)+A Li<n Vin(/'I:i-qnJ), (3.1) 

where A measures the strength of interaction, A Vin is 
the interaction potential between particles j and n 
which is assumed to depend only on the relative 
distance between the jth and nth particles, and we 
shall take mass equal unity for convenience. We 
expand Vin in a Fourier series 

Vin=!rl Ll Vz exp[il· (q;-qn)], (3.2) 

where Vz depends only on the absolute value of I. 
P-B specify the initial conditions such that the 

Fourier coefficients initially have the same order of 
magnitude as in equilibrium 

po (0) '" 1 ; Pklk2"P", A for kl = - k2; 

pklk2ka"P'Y"'A2 for k1+k2+ka=0, etc. (3.3) 

Pklk2' .. ap ... =0 for k 1+k2+ .. · ~O. 
The vanishing of the Pklk2' .. ap ... for k1+ k2+· .. ~O 
is a manifestation of the fact that oL only couples the 
completely homogeneous states (for which all wave 
vectors vanish) to quasi-homogeneous states where 
the sum of the wave vectors present vanishes. 

Let us now consider the time evolution of the p's to 
lowest order. We note that oL derived from the 
potential Vin, Eq. (3.2), has vanishing diagonal matrix 
elements in the k - representation. Thus, to lowest 
order, 

G(r±iO; A) = [ML(LO- rTiO)-loL]SD, (3.4) 

where the order in A is explicitly indicated. For po we 
are concerned with 

If we make use of a formula given by Lighthill, 6 we 
obtain for positive time, (O! oL(LO-rTiO)-loL! 0) 

Ua(t) =Na(±) exp( -itl,,) 

Xexp[ -A/Na(±)Ja(la)/t], (2.21) 

where N( +) applies when Ja(la) is negative and N( -) 
applies when Ja(la) is positive. 

5 See also L. Van Hove, "Lecture notes," University of 
Washington, Seattle, Washington, 1958. 

6 M. J. Lighthill, Introduction to Fourier Analysis and Generalized 
Functions (Cambridge University Press, New York, 1958), p. 44. 

=!r1 Li<n I' dl! V z!21·Din 

X[±i1ro(l.gi n-n+p ( 1 )JI.Dnh (3.5) I·gin-r 
where P just means principal value, Din = [(0/ OPi) 
+ (a/ap,,)], and gjn=Pj-Pn. Equation (3.5) corresponds 
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to the cycle (or;\2 chain) diagram in Fig. l(a). Then 
, 

Ko(f; A)=AQ-l Li<n f dIIV I 1

21·D;n 

=AM2(f) 

xp( 1 )1.Din 
I·gin-f 

Jo(f; A)=AQ-l Li<n J' dll Vd 21·Dj,,:/r1l 

x(l·gin-f)I·Djn 

(3.6) 

(3.7) 

We assume the derivatives of Ko(f;A) and Jo(fiA) 
are of the same order of magnitude as Ko(fi A) and 
Jo(fi A) themselves. This means that we assume Ko 
and J 0 are not only small, but also slowly varying. 
Now iterating Eg. (2.17) we find that 10=0 is the 
maximal point for Do(f±iO; A2). Thus, for the moment 
discounting any nondiagonal contribution and keeping 
only terms in A2, we find for Po, using Eg. (2.2), 

PO(A2t)~[1+A2M2'(0)±A202'(0)] 

Xexp[ -A2t02(0)]PO(0). (3.8) 

In the approximation A2 ~ 0, t ~ ao such that 
)8 ~ finite constant, which we call the A2t limit (see 
also Van Hove), Eg. (3.8) reduces to the P-B result 

[pO(A2t)]p_B=exp[ -;Vt02(O)]po(0). (3.9) 

We note that the compactness of the resolvent 
formalism allows us to consider only one diagram to 
obtain Eg. (3.9) rather than the very large number 
needed for all the (A2t)n contributions necessary in the 
P-B iterative procedure. 

Let us carry our results to next highest order. We 
are then interested in 

G(r±iO; A2)=[ML(LLr'FiO)-IIlL]SD 
- [A2IlL(LL r=t=iO)-IIlL 

X (LL f=t=iO)-IIlL ]SD. (3.10) 

(a) 

FIG. 1. (a) The cycle or ~2 
chain diagram; (b) ~3 chain (b) 
diagram; (c) ~3 ring diagram. 

(e) 

The first term on the right-hand side of Eg. (3.10) 
was treated previously. For po, there are two types of 
diagrams that correspond to the second term. These 
are the AS chain, CO(A2), shown in Fig. l(b) and the A3 

ring, RO(A2), shown in Fig. l(c), so that 

A2(0 IIlL(LL r=t= iO)-IIlL (LO- r=FiO)-IIlL I 0) 
=Co(r±iO; A2)+Ro(r±iO; X2). (3.11) 

Then 

Co(r±iO i A2) =A2Q-l J' dl f' dl' Li<n 

X V(l)V( II-I' I) V(l')I· Djn 

X {(I· gin-f=t=iO)-I(I-I')· Din 

X (I'· gin-r=t=iO)-'1'· Djn} (3.12) 

Ro(r±iO; X2) =A2Q-2 f' dl Li<n Li'*n I Vel) 1
31. Dni' 

X {(I· gn;,-r=t=iO)-II· Dj'i 

X (I. gj'f-f=t=iO)-II· Din}. (3.13) 

For r=O only terms made up of products of a Il function 
and a principal value make nonvanishing contributions. 
Thus the iteration of Eg. (2.17) again yields 10=0 for 
the maximal point of (0 I D(f±iO i A3) 10), and we have 

Co(O±iO i A2) =±i7rX2Q-l J' dl J' dl' Lf<n V (l)V ( II-I' I )V(l'){ I· Djnll(l· gjn)(l-I')· DjnPC, .1gj)I' . Din 

+1· Dinp(_l_) (I-I')· Dinll(I'· gin)l'· Din} i (3.14) 
I· gin 

Ro(O±iO; A2)= ±i7rX2Q-2 J' dlLf<n Li'*nl V(I)\31· Dnj,{ 1l(1· gnj,)l· Df'iP(_l_) 1. Din 
I· gi'f 

By defining the operators 

03C(O) = (i/A2) Co (O+iO ; A2) 

+PC.~nj)I.Di'jll(l.gi'j)I.Din}. (3.15) 

and again discounting any nondiagonal contributions, 
we have for po in the A2t limit corrected to first order in X 

(3.16) po(X3t)~exp[ - (X202+X303C+A303R)t]. (3.17) 

In contrast to the corresponding P-B result which 
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(a) 

(b) 

(e) 

(d) 

(e) 

(f) 

(9) 

(h) 

FlO. 2. Diagrams for the 
h4 simply diagonal contribu­
tions to {Ol G(g-:!:iO) 10). 

includes only A(),2t)n terms, Eq. (3.17) includes con­
tributions from all possible diagrams which are made 
up of cycles,),3 chains, and),3 rings. In the time iterative 
procedure, this means we would have certain terms of 
the form ),i(),2t)n. The resolvent technique enables us 
to pick out and classify those ),i(),2t)n terms arising from 
diagonal fragments in an orderly way. 

Let us consider the diagonal contributions for po to 
next highest order. In this case, things get much more 
complicated but there is no difficulty in principle. 
Aside from lower-order terms already contributing to 
the exponential part as in Eq. (3.16), we have the 
),4 SD terms (see their diagrams in Fig. 2). Now, 
however, the ),2t limit is corrected to order ),2 so that 
we may no longer negle~t the contributions from the 
derivatives of G in the long time limit. 

Let us turn now to the nondiagonal resolvent 
contributions. The first such contribution to the 
evolution of poet) is 

pond(t) = (),i/27r) f dze-izt(OI D.! 0)g---2 I' dl :2:J<n 

X{Vzl.Din(-IIIDz!-II)p_llin(o)}. (3.18) 

We define a quantity Q by using Eq, (3.18) and setting 

where the extra factor of ), arises because of the initial 
conditions, Eq. (3.3). With the use of Eq. (3.16), we 
may write7 

po(t)~exp[ - (),202+),303C+),30SR)t] 
X [1 +),2Q]pO(O). (3.20) 

We note that in the ),2t limit, even correCted by ),3t 

terms, the nondiagonal term makes no contribution. 
However, in an iterative expansion, the nondiagonal 
term does provide terms of the form ),2(),2[)", etc., and 
the nature of its contribution is not clearly separated 
from similar, more important diagonal terms. Also, 
Eq. (3.19) points out the importance of the initial 
conditions in determining the long time behavior. 
Thus, if the nondiagonal contribution is of the order ), 
instead of ),2, we would not be consistent in keeping 

. ),3t terms in the exponential. Another important point 
is the dependence on representation. Suppose to obtain 
an adequate description of the relaxation we had to 
keep many higher-order terms in the exponential. 
Then for practically any reasonable initial conditions, 
the nondiagonal terms would contribute to persistent 
(long time) behavior. This, however, may be remedied 
by transforming to an appropriate representation. 
Consider the following transformation: 

e-SRe+s={R}D+{R}ND+[{R}D,SJ+[{R}ND,S] 
+H[{R}D,S],S)+· . '. (3.21) 

If we choose S such that 

{R}ND+[{R}D,S]=O, 

we see that the original nondiagonal terms make a 
contribution to higher-order diagonal terms and the 
new nondiagonal terms are of a higher order than the 
original nondiagonal terms and therefore more negli­
gible. We may continue to do this until only diagonal 
terms (in an appropriate representation) determine 
the persistent behavior so that an equation such as 
Eq. (3.17) accurately describes the long time relaxation 
of a transformed po. However, the nondiagonal terms 
dearly make a contribution to the evolution of this 
transformed po for shorter times. This contribution 
may be reversible or irreversible depending on the 
nature of the Q's. 

MECHANISM OF RELAXATION 

It is not immediately apparent that a function such 
as Po should obey an irreversible equation since the 
Liouville equation from which such an equation is 

7 Actually, to this order in h, we should also include h2 terms 
which arise in N(:!:) [see Eq. (2.21)J. 
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derived is reversible. However, equations such as 
(3.17) are indeed irreversible and it is of interest to 
attempt to find the origin of this irreversible behavior. 

From Eq. (3.17), it is apparent that for dissipative 
effects to occur in the X2t limit, it is of primary im­
portance that the imaginary parts of the G(r±iO)'s 
are nonvanishing. The nonvanishing of the imaginary 
parts of the appropriate G(r±iO)'s is related to the choice 
of representation and in our example to the possibility 
of degeneracy of the eigenvalues of the unperturbed 
operator. This, in turn, is related to the need for 
a large system with a continuous spectrum. It was 
Van Hove who first emphasized the importance of 
the properties of the perturbation when he noted 

that persistent (long time) effects are determined by 
the diagonal matrix elements of operators composed 
of products of perturbation operators separated by 
diagonal operators which may have singularities. 
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A measure of deviation from equilibrium of an ensemble of 
particles is proposed, which is physically appropriate and of 
especially simple form when expressed in terms of the expansion 
coefficients of the ensemble distribution function with respect to 
the system of orthogonal polynomials obtained by using the 
equilibrium distribution function as weight function. The linear 
Boltzmann operator can then be expanded in a series of terms 
which, under certain circumstances, may be regarded as of 
successively diminishing magnitude in their effect on the rate of 
approach to equilibrium. This expansion of the operator is 
different from the expansion due to Kramers (later discussed by 
Moyal) in derivate moments, commonly used in approximate 
stochastic treatments of irreversible processes. With the aid of a 

I. INTRODUCTION AND BASIC THEOREMS 

1. Introduction 

T HE central theoretical tools in the study of 
time-varying thermal fluctuations have long been 

the Fokker-Planck equation and its alter ego the 
Langevin equation. l The use of these powerful mathe­
matical devices has conferred on the subject a consider­
able degree of logical cohesion, but they limit its scope 
to phenomena obeying a linear friction, or dissipation, 
law (the terminology is defined in footnote 1). From 
the point of view of experiment this limitation is of no 

* This work supported in part by the U. S. Air Force through 
the Air Force Office of Scientific Research, Air Research and 
Development Command. 

t John Simon Guggenheim Memorial Foundation Fellow, 
1957-58. 

t Present address: Boston University. 
1 The Fokker-Planck equation for the temporal evolution of 

the probability density function P (~,t) of a scalar variable I; reads 

ap(~,t) a b [j2 

--=-a~P(I;,t)+- -P(I;,t). 
ilt ill; 2[j~ 

Here a~ is (if the equation is applicable) minus the ensemble 
average rate of change of ~ due to "friction" or dissipative effects 
in general; i.e., (~>= -ai;. For a particle undergoing Brownian 
motion, <~) is literally due to friction, being attributable to 
viscosity; more generally, i; may be any thermodynamic observ­
able in its range of linear dissipation, according to the theories 
referred to in footnotes 2 and 3, The constant b is (again, if the 
equation is applicable) a measure of the amplitUde of thermal 
fluctuations, or "noise." 

In the mathematically equivalent Langevin formalism, Ht) is 
a random function of time satisfying the Langevin equation 

Ha~= (b)lE(t), 

where E(t) is the "ideal random function" normalized so that 

theorem on definite operators, it is possible to break off the series 
at any point and thereby obtain a correspondingly accurate 
approximation to the linear Boltzmann operator, whose temporal 
solutions tend to the correct equilibrium distribution function. 
The first approximation is the Fokker-Planck operator, exactly. 
The next approximation would be the appropriate operator to use 
when the stochastic variable begins to deviate appreciably from 
a linear dissipation law, etc. The method is applied to the "Ray­
leigh process" (ensemble of particles in a rarefied gas medium, 
the medium itself being in internal equilibrium), and the second 
approximation to the linear Boltzmann operator for this. cas~ is 
explicitly derived. A possible form for the second approximation 
in more general processes, suggested by this, is also given. 

consequence at present, because there are as yet no 
temporal observations outside the linear friction range. 
But from the point of view of theory, the extension of 
our understanding to the nonlinear range appears 
desirable, because the dominating purpose of theory in 
this field is to bridge the gap between the fundamental 
theoretical postulates of kinetic theory and the phe­
nomenological formalism, namely, thermodynamics 
(sensu antonym of thermostatics). The Fokker-Planck­
Langevin formalism does make contact with thermo­
dynamics2.3 on the one side of this gap. But the 
fundamental theory is certainly nonlinear, hence 
"nonlinearization" of the Fokker-Planck-Langevin for­
malism is necessary to further the linkage. 

A number of papers and reports on this subject have 
appeared in recent years.4-9 Some of these make more 
or less tentative assumptions regarding the fundamental 
statistical equations governing the nonlinear systems, 
and go on to obtain solutions of these equations. Others 
emphasize only the problem of deriving and justifying 
the fundamental statistical equations. The present 
paper is addressed to this latter problem. 

The thinking that underlies the present work is as 
follows: The Fokker-Planck equation may be rigorously 
derived in the case of the random walk in velocity 
space.IO The random walk, as a random impact process, 
may be regarded as a simplified version of the Rayleigh 
process.l1 The Rayleigh process, which is defined and 

2 N. Hashitsume, Progr. Theoret. Phys. (Kyoto) 8, 461 (1952). 
a L. Onsager and S. Machlup, Phys. Rev. 91, 1505 (1953). 
4 D. K. C. MacDonald, Phys. Rev. 108, 541 (1957). 
6 N. G. van Kampen, Phys. Rev. 110, 319 (1958). 
S R. O. Davies, Physica 24, 1055 (1958). 
1 C. T. J. Alkemade, Physica 24, 1029 (1958). 
8 M. Lax, Revs. Modem Phys. 32, 25 (1960). 
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discussed in Sec. II and Appendix A of this paper, is a 
process which is itself simple enough for easy, explicit 
mathematical description, yet real enough to embody 
some basic features of thermal fluctuation phenomena. 
In the simplified version referred to in the foregoing, 
the friction dependence is linear, but in the exact 
formulation it is definitely nonlinear. Thus it might be 
possible to derive from it a counterpart, if not the 
counterpart, of the Fokker-Planck equation for the 
nonlinear friction region. 

The probability density of the random variable in a 
Rayleigh process obeys a linear Boltzmann equation, 
the operator of which contains an explicit expansion 
parameter. When the operator is appropriately ex­
panded in terms of this parameter (this is done in 
Sec. II, where it is shown that this expansion is different 
from the customarily employed Kramers or Moyal 
expansion), the condition that the probability density 
tends to the known equilibrium form can be applied to 
the problem' of approximating this series. The first 
approximation is, as it must be, the Fokker-Planck 
equation. The second approximation is a sixth-order 
differential operator of precisely defined form con­
taining two independent physical parameters (in addi­
tion to that of the first approximation), and an arbitrary 
parameter which does not affect any experimentally 
measurable results. The method is, moreover, a general 
one and yields approximations of arbitrary order. Thus 
there is a regular sequence of approximations linking 
the Fokker-Planck and linear Boltzmann equations. 

The paper is organized as follows: Since the result 
may have validity for processes other than the Rayleigh 
process, the subsections of Sec. I which follow this intro­
ductory section discuss the general case of a linear 
Boltzmann-operator expansion having the necessary 
properties, and state and prove the theorems for the 
construction of satisfactory approximations from this 
expansion. In Sec. II the Rayleigh process is de­
scribed, certain necessary expressions are derived 
from it, and the general theorem is applied. In Sec. 
III certain generalizations suggested by the Ray­
leigh process analysis are discussed. The equation 
generalizing the Fokker-Planck equation to cubic 
friction is then given for a hypothetical process which 
is mathematically similar to the Rayleigh process but 
which does not possess an explicit expansion parameter, 
or for which the parameter is unknown. 

2. Precis of Method for Construction of 
Successive Approximations to the 

Linear Boltzmann Operator 

Consider the linear Boltzmann equation for an 
ensemble of particles moving in one dimension. Assume 
no force field and that the particles have already 
attained a sp~tially uniform density. Th~ distrib~tion 
function will then depend only on VelOCIty and tIme: 
We write P(V,t) for the probability density of velocity 

V, normalized to unity, as a function of time. The 
linear Boltzmann equation will then be 

ap/at=BP, (1) 

where B is a linear integral. operator. The function BP 
is given, more explicitly, in terms of a kernel B(V, V') as 

f B(V,V')P(V')dV'. (2) 

The eigenvalues of B must all be negative, except 
for a nondegenerate zero eigenvalue which has the 
Maxwell-Boltzmann distribution function 

(VR=root-mean-square value of V in the 
equilibrium distribution) (4) 

as its eigenfunction. This "equilibrium requirement" 
ensures that an arbitrary initial distribution will always 
decay into the Maxwell-Boltzmann distribution. It 
may be equivalently formulated by saying that B must 
be negative semidefinite, in the sense that 

I'" Y(V)B(V,V')Y(V')F(Vf)dVdV/~O (5) 
-00 

for any polynomial Y (V), with the equality sign holding 
only for Y = constant. 

In the following discussion we take B to be in a 
Hermitian matrix representation. The vector corre­
sponding to F(V) is then the (unique) eigenvector of B 
for eigenvalue zero. The negative semidefiniteness 
requirement will take the form 

(6) 
r •• 

for all normalizable vectors (Urn), with the equality 
holding when (um) corresponds to F(V). (Details of 
such a representation will be given in Sec. 1.3.) 

Suppose B to depend on some parameter X with 
respect to which it may be expanded in a convergent 
series: 

'" B=c(X) L: Xmb m, (7) 
m=O 

where c(X) is a positive c-number function of X and bm 

is a matrix independent of X. The existence of such an 
expansion suggests the possibility of approximating B, 
for small values of X, by terminating the series at some 
finite value of m. In so doing, however, it will be 
important to retain the negative semidefiniteness 
property in the approximate operator: Lack of this 
property will imply the existence of at least one eigen­
vector of B which grows, instead of decaying, expo-
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nentially with time j if present in the initial distribution, 
in however small an admixture, this mode or modes 
will grow in amplitude indefinitely large with time, 
hence the Maxwell-Boltzmann distribution will never 
be reached. 

It is not possible to prove from the negative semi­
definiteness of B that an operator obtained by termi­
nating the series (7) is negative semidefinite. In fact, 
we shall find that the model to be discussed below 
furnishes a counterexample to such a supposition. 
However, it may be possible to retain the negative 
semidefiniteness property by a simple construction. This 
is based on the following factorization theoreml2 : A 
positive semidefinite Hermitian matrix can always be 
written as the product of some (suitably chosen) matrix Q 
and its adjoint Qt. Let us put, for the sum in Eq. (7), 

(8) 

Then, avplying this theorem to S, which is negative 
semidefinite like B, 

(9) 

[N.B.: Q is determined only to within a unitary 
postmultiplej if U is unitary, QU(QU)t=QU·U-IQt 
= QQt. J Suppose now that Q also can be expanded in 
terms of A: 

(10) 

For the operator obtained by taking the first mo terms 
of Q, write 

Then 

rno 
Q(mo) = L: Alql. 

1-0 
(11) 

(12) 

where O(Amo) is an operator of order higher than 
AmOj i.e., S may be approximated to order Amo by 
_Q(mo)Q(mo)t, a form analogous to the exact factor­
ization QQt. 

We now assert that _Q(mo)Q(mo)t is a negative 
semidefinite matrix. That it is at least negative definite 
follows from it! very form, since for any vector U, 
u·Q(mo)Q(mo)tu= (Q(mo)tu)· (Q(mo)tu)~O. This being so, 
it will moreover be negative semidefinite in the sense 
desired if F [Eq. (3)J is an eigenvector, with eigenvalue 
zero. This can be shown to be true, as follows: Qt F = 0 
since by hypothesis [remark following Eq. (5)J 
(F,QQtF) = (QtF,QtF) =0. But if Qt annihilates F, and 
if the series of Eq. (10) represents Q over some nonzero 
range of A, then the individual q/ must also annihilate 

12 F. D. Murnaghan, The Theory of Group Representations (The 
Johns Hopkins Press, Baltimore, 1938), p. 20. 

Fj since, putting q/F=F1, we must have E >"IF1=O 
over this range of X, which means that the individual 
Fl must vanish j whence Q(mo)t annihilates F, and F is 
an eigenvector of Q(mo)Q(mo)t for eigenvalue zero, q.e.d. 

We use a subscript mo to denote a negative semi­
definite approximation to S of order X mo as constructed 
in the foregoing, i.e., 

(13) 

It should be noted that Smo could, unlike S, be de­
generate with respect to the zero eigenvalue, so far as 
the present proof goes. If this should happen, it would 
of course be quite unsuitable, since the time-asymptotic 
distribution, in contradiction to the H theorem, would 
not be uniquely the Maxwell-Boltzmann distribution, 
but would depend on the initial distribution. Until 
more is known, the success of the method sketched 
above in yielding an approximation suitable in this 
respect cannot be guaranteed in advance j individual 
cases to which it is applied will have to be inspected 
after the event for satisfaction of this criterion. 

Construction of Q(mo) 

If we substitute the series expressions for Q and for 
S into Eq. (9), and equate coefficients of like powers 
of X, we obtain an infinite set of equations 

m 

- t L: (qjqm-/+qm-jq/)=bmj m=O, 1,2, .... (14) 
i-O 

The first mo+ 1 equations of this set involve only the 
first (mo+ 1)q's, qo, ql· .. qmo. Suppose we have a solution 
to these first mo+ 1 equations, say qo', qt', ... qmo' j 
primes are used to allow for the possibility that these 
may not agree with the first mo terms of Q itself (i.e., 
of the solution to the infinite set of equations), even 
after allowing for the possibility of an arbitrary common 
unitary postmultiple. From these we can construct an 
operator 

where 

Bmo'= _Q'(mo)Q'(mo)t, 

mo 
Q'(mo)=L: Xlq/. 

1-0 

(15) 

(16) 

Bmo', like Smo, agrees with B to order xmo. In this way, 
if Eqs. (14) can be solved for m=O, 1, 2· . ·mo, we have 
successive approximations up to moth order in X to S. 

3. ~stimation of the Degree of Deviation 
from Equilibrium 

The essential nature of B is to drive its operand 
P(V,t) toward the equilibrium function F(V). Thus 
when it is expanded, the increasing smallness of its 
successive terms should be with respect to their effec­
tiveness in this sense. With this in mind, we adopt the 



                                                                                                                                    

OPE RAT 0 RAP PRO X I MAT ION S TO B 0 L T Z MAN N E QUA T ION 381 

following as a measure of the degree of deviation of 
P(V,t) from the equilibrium distribution F(V): 

f

[P(V,t)-F(V)]2 
X02= dV. 

F(V) 
(17) 

It will be noted that this is the same, to within a 
constant factor, as Pearson's noted X2 of statistical 
theory,13 with F(V) the hypothetical and P(V,/) the 
sampling distribution, and with an infinitely fine 
subdivision of the range of V. However, since there are 
a number of possible measures of "goodness of fit" of a 
distribution, mere coincidence with one of these which 
happens to be famous is not sufficient reason for its 
adoption; it is necessary to demonstrate the suitability 
of the choice (17). Our reasons for adopting it are the 
following: 

(1) It emphasizes deviations from equilibrium ac­
cording to the magnitude of the V values involved: 
Since F(V) will be essentially localized in the region of 
equilibrium values of V, it is increasingly small for 
increasingly large deviations of V from its equilibrium 
range, and with F(V) in the denominator of the inte­
grand of xo2 these large deviations are increasingly 
heavily weighted. This is appropriate in a study of the 
approach to equilibrium, because a given amount of 
probability added to or taken away from the equilibrium 
distribution curve in the neighborhood of some V value 
becomes increasingly important in its effects with 
increasing deviation from the rms value of V. 

(2) It is precisely adapted to formulation in terms 
of a matrix representation, and therefore to the utili­
zation of the theorem of Sec. I.2: given a set of poly­
nomials P.(V) orthogonalized with respect to F(V) as 
weight function (in particular, the Hermite poly­
nomials), 

f Pr(V)p.(V)F(V)dV = (N./ No)or., (18) 

where N. is a normalization constant. Expand P(V,t) 
in terms of normalized functions (No/Nr)lp.(V)F(V): 

.. 
P(V,t) = No! L ar(/)N.-lPr(V)F(V). (19) 

r=O 

Then 

X02=Nof [L' ar(t)Nr-1P.(V)]2F(V)dV=L' ar2, (20) 

where the prime on the summation sign denotes 
omission of the term r=O. Noting that the aT are the 
components of the Hilbert-space vector P(V,/), we see 

13 See, e.g., H. Cramer, Mathematical Methods of Statistics 
(Princeton University Press, Princeton, New Jersey, 1945), 
Chap. 30. 

that X02 is now represented by the squared length of 
the part of P(V,/) orthogonal to the equilibrium 
function. Thus, when B is put into a matrix represen­
tation having the above as basis functions, its tendency 
to promote equilibrium will be measured in the simplest 
possible way-by its effect on the components of its 
vector operand. 

We are now in a position to relate the approach to 
equilibrium to the series expansion of B. The matrix 
elements of Bare 

B r•= No (NrNs)-lf f Pr(V)B(V,V')p.(V')dVdV'. (21) 

[Because of the detailed balancing condition, 
B(V,V')F(V')=B(V',V)F(V), these are Hermitian.] 
If Eq. (1) is taken in matrix form, and B expanded 
according to Eq. (7), we find for the rate of decrease 
of X02, 

dX02 00 

-= 2c(X) L X m L' ar(bm) .. a.. (22) 
dt m=O r,_ 

ThusifX«1, the successive matrices bm(m=O, 1, 2,,") 
make rapidly decreasing contributions to the trend to 
equilibrium, at least if the sums which are the coeffi­
cients of the X m do not increase markedly with m. Thus 
we have achieved the interpretation of the expansion (7) 
which was sought at the beginning of this section. 

4. Summary of Method 

Successive approximations to the Boltzmann operator 
with respect to its tendency to promote equilibrium may 
be constructed then along the following lines: (1) B 
must be put into a matrix representation, using as basis 
the orthogonal [with respect to F(V) as weighting 
function] functions Pr(V); (2) the matrix B is then 
expanded (if possible) in terms of a small parameter Xj 
(3) the procedure of Sec. I.2 is then used to obtain a 
negative semidefinite approximation of the desired order 
in X; (4) the coefficients of successive powers of X in the 
expansion of dX02/dt must not increase too rapidly. 

We do not discuss requirement (4) in the present 
paper, but merely apply the method outlined assuming 
it to be satisfied. We shall show that the zeroth approxi­
mation thus obtained is exactly the Fokker-Planck 
equation, which is evidence that this procedure is 
justified. Before leaving this subject, however, it might 
be mentioned that from the general behavior of the 
successive matrices bm in the special case to be studied 
in Sec. II of this paper, it appears [see Eq. (76)] that 
they satisfy requirement (4) to the extent that P(V,t) 
approximates to the equilibrium function; whence 
higher terms of the expansion become important, de­
spite the decreasing values of X m, with highly disequi­
librated ensembles. 
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5. Considerations Related to the H Theorem 

Brinkmanl4 has suggested the application, in the 
study of the linear Boltzmann process, of the criterion 

F~O, (23) 
where 

F=U-TS, (24) 

U and S being the internal energy and entropy of the 
set of particles whose distribution function obeys the 
postulated linear Boltzmann equation, and T the tem­
perature of the medium whose molecules generate the 
random motion of the particles. Since Brinkman did 
not consider the linear Boltzmann equation as such, it 
is of interest to see how his criterion fits into the present 
work. 

First, to settle on a simple nomenclature, let us agree 
henceforth to restrict the term "particle" to the indi­
viduals whose random motion is being studied, and the 
term "molecule" to the constituent individuals of the 
medium. Assume both particles and molecules to be 
uniformly distributed in space. If f(v,t) is the distribu­
tion function of molecules with respect to their velocity 
variate V, and P(V,t) that of particles with respect to 
their velocity variate V, then the H function per unit 
volume of the combined systems is 

H(t)= f f(v,t) logf(v,t)dv+ f P(V,t) 10gP(V,t)dV. (25) 

The application of the Slosszahlansatz to collisions of all 
kinds will lead to the usual nonlinear coupled Boltz­
mann equations for the two distributions, and thereby 
to the H theorem: 

H= f jlogfdv+ f p 10gPdV~0. (26) 

Now let us specialize to the conditions under which 
the linear Boltzmann equation holds for the particles­
to the "linear Boltzmann regime," as we shall call it. 
f(v,t) is then negligibly different from the equilibrium 
Maxwell-Boltzmann distribution. This does not mean 
that j is necessarily to be neglected, but merely that 
its effect relative to f is. As for j, it has a contribution 
due to collisions of molecules with one another, and one 
due to collisions with the particles. Under the linear 
Boltzmann regime, the former can be made arbitrarily 
small independently of the latter-for example, by 
making the medium sufficiently rarefied while compen­
sating for this by increasing the size of the particles; 
thus we assume it to be negligible. 

For the second term in (26) we shall have 

f P 10gPdV= -S/k. (27) 

14 H. C. Brinkman, Physica 23, 82 (1957). 

As for the first term, the f contribution due to collisions 
between molecules and particles cannot be neglected, 
unlike the other contribution, since these are the colli­
sions responsible for the process itself. But since the 
molecules are in equilibrium, 

logf= -!mv/kT+const, 
and 

f 
. U(medium) U 
flogfdv=- . +-. 

kT kT 

We will thus have from (26), with H= -S/k, 

F~O, 

(28) 

(29) 

(30) 

showing that Brinkman's criterion is necessarily satisfied 
under the linear Boltzmann regime, i.e., F will decrease 
when P(V,t) satisfies the linear Boltzmann equation. 

We shall return to this matter at the end of Sec. II.S. 

II. APPLICATION TO THE RAYLEIGH MODEL 

1. Linear Boltzmann Operator for 
the Rayleigh Model 

As an illustration of the method described above, we 
apply it to a simplified case which is still interesting 
from the kinetic theory point of view j that of the ran­
dom velocity of a particle suspended in a rarefied gas in 
internal equilibrium. In order to simplify the mathe­
matical analysis, we introduce certain artifices which 
are more or less familiar in this classical problem. We 
study the random motion of particles (as defined in 
Sec. 1.5) of mass M. Their random motion results from 
collisions with the molecules of the rarefied gas, of mass 
m. The molecules have uniform spatial density p and a 
Maxwell-Boltzmann distribution with respect to the 
molecular velocity v, 

(271'VR2)-J exp(- ~), (31) 
2VR2 

where 

vR2=rms value of any component of v=kT/m. (32) 

The mass ratio m/ M will at a later stage be assumed 
less than one, but not necessarily very small. We assume 
the gas sufficiently rarefied, and the particle concentra­
tion low enough, for the initial Maxwell-Boltzmann 
distribution of the gas molecules not to change appreci­
ably in time, no matter what the initial velocity dis­
tribution of the particles. The particle concentration is 
also to be so low that collisions of particles with· one 
another occur with negligible frequency, i.e., the random 
velocity changes of the particles are entirely caused by 
collisions with the molecules. 

For further simplicity we take the particles to be 
infinitely thin disks, each constrained to move only in a 
direction perpendicular to its plane. This constraint, 
while artificial, is of a purely passive nature and does 
not dynamically affect the spontaneous statistical fluc-
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tuations responsible for the random process studied; in 
particular, we shall obtain in lowest approximation 
exactly the classical Browian motion. 

With the foregoing constraint, the distributed vari­
able of the disk distribution is the velocity component 
along the line of the allowed motion, which we may call 
V. However, we shall use instead of V the dimensionless 

(33) 

[V R is defined in Eq. (4); here V R= (kT/M)i]. 
The linear Boltzmann equation of the foregoing 

process, which is obeyed by P(y,t), the probability 
density function in y, is 

ap(y',t) f 
at B(y',y")P(y",t)dy", (34) 

where the linear Boltzmann operator B(y',y") has the 
form 

B(y',y") =C(y'l y")-o(y'-y") f C(yly')dy. (35) 

It is shown in Appendix A that 

C(y" 1 y') = V RCU/21r)iC ::) 21 y" -y' I 

xexp{ - L [(1 +Il)y" - (1-Il)y']2}. (36) 

C(y" I y') is the transition probability density-in-y" for 
a particle having initial velocity y'. 

2. Expansion in Kramers Series 

The operator B can be expanded in Kramers series16-19 

B= i: ~(- ~)7Oan(Y')' 
70-1 n! ay' 

in terms of the "derivate moments" an 
terminology) 

an (y') = foo (y" - y') nC (y" I y')dy". 
-00 

(37) 

(Moyal's18 

(38) 

(B is now an infinite-order differential operator, not an 
integral ope~ator.) 

Some simplification results if an(y') is replaced by 
the function 

1 (1+,u)" A,,(y')=-- - a,,(y') 
V Rllin! fJ 

(39) 

Ii H. A. Kramers, Physica 7, 284 (1940). 
18 S. Chandrasekhar, Revs. Modern Phys. 15, 1 (1943). 
17 M. C. Wang and G. E. Uhlenbeck, Revs. Modern Phys. 17, 

323 (1945). 
18 J. E. Moyal, J. Roy. Stat. Soc. (London) BU, 150 (1949). 
19 J. Keilson and J. E. Storer, Quart. Appl. Math. 10, 243 (1952). 

and if in the integral for an(y') the transformation 

l+u 
x=--(y"-y'), y=y' 

2,u 
(40) 

is introduced (x is then the new variable of integration, 
and y the new argument of an). On substituting (36) 
into the integral for an, we then find 

An(Y) =_2_" - f exp[- ~(x+y)2]xnlxldX, 
(21r)ln! 2 

(41) 

and the expansion (37) becomes 

(42) 

3. Discussion of the Kramers Expansion 

The simple appearance of the Kramers expansion is 
somewhat misleading from the point of view of the study 
of the approach to equilibrium, since it is not clear 
whether or how the successive terms represent decreas­
ing contributions to the equilibrium-seeking tendency. 
In fact, we shall find that the expansion of B according 
to the matrix method of Sec. 1.3, and which is adapted 
to the especially simple criterion of deviation from 
equilibrium there introduced, is quite different from the 
Kramers expansion. Thus the Kramers expansion plays 
no fundamental role in this work; however, we shall find 
it useful in deriving actual expressions for matrices. 

The foregoing assertion is foreshadowed by the result 
of the traditional "random walk" analysis of the ve­
locity-space progress of a particle subject to successive 
independent random impacts, which is a valid approxi­
mation in the present kind of system in the limit of 
vanishingly small fJ. But it is certainly not dear how 
one could, at least in any offhand way, apply this 
limiting process to Eq. (42) directly. The "random 
walk" derivation, to be sure, does use the Kramers 
expansion, but it uses limiting approximations for the 
derivate moments from the outset, and does not make 
explicit use of ,u. 

On the other hand, Wang Chang and Uhlenbeckll 

obtained the Fokker-Planck equation directly from the 
linear Boltzmann equation by combining with the as­
sumption of vanishing mass ratio the assumption that 
the velocity variable of the particles never gets much 
larger than the rms value it would have in equilibrium. 
[In our case this would amount to assuming P(y,t) 
negligible for y much larger than fJ.] It can be shown 
that these combined requirements are equivalent to 
taking the first two terms only in the expansion (42), 
and simultaneously approximating A 1 and A 2 by their 
lowest-order terms in y, these being of first and zeroth 
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order, respectively20; and this same result will be seen 
to follow quite simply from our analysis. The work that 
will be presented here extends the procedure of Wang 
Chang and Uhlenbeck in that successive approxima­
tions, rather than a single limiting approximation, can 
be obtained. 

3. Symmetrization of B; Basis Functions of 
the Matrix Representation 

The kernel of Eq. (34) can be symmetrized by the 
transformation 

(
Y'2) ( y"2) B(y',y")=exp "4 B(y',y") exp - 4 ; (43) 

with the accompanying transformation of the distribu­
tion function, 

(
Y/2) 

P(y')=exp "4 P(y'), (44) 

the linear Boltzmann equation (34) is unchanged in 
form: 

aP(y',t) f - -
B (y' ,y")P (y" ,t)dy". 

at 
(45) 

Being symmetric, B is Hermitian with respect to an 
unweighted inner product, thus for any two functions 
cp(y), 1/t(y), we henceforth define 

(1,0,"')= f'" 1,0* (y)'"(y)dy. 
-00 

(46) 

This definition of the inner product is of heuristic con­
venience for the geometrical interpretation, and facili­
tates the use of standard (at least to mathematical 
physicists) definitions of the Hermite functions, which 
we shall use extensively. 

The corresponding transformation of B as a differ­
ential operator [Eq. (42)J is 

Since the equilibrium function of the linear Boltz­
mann operator of the process we are considering is 
(211'Y! exp( -y2j2), we use as the basis for our matrix 
representation, for the reasons given in Sec. 1.3, the 
Hermite polynomials that are orthogonal in the sense 
of Eq. (18) with respect to this as weighting function. 
But with the definition of inner product we are now 
using, Eq. (46), the basis consists rather of the Hermite 

20 As pointed out by H. A. Kramers (footnote 15), the derivate 
moments a. are even or odd functions as n is an even or odd 
number. 

functions 

where (J is the "creation operator" 

(J=exp(:)( - :y) exp( - :). 

These satisfy 

where 
N r = (2'11')tr! 

The Hermite polynomials are 

(48) 

(49) 

(50) 

(51) 

(52) 

They are the counterparts of the polynomials preV) of 
Sec. 1.3. If in that section we take No (which is arbi­
traryat that stage) 

N o= (2'11')1, (53) 

let y correspond directly to V, and put 

F(y)= (2'11')-1 exp( -y2/2), (54) 

then No times formula (18) corresponds exactly to (50). 
The matrix elements of B as defined by (21) now be­

come matrix elements of B with respect to the new 
definition of inner product: 

( 
hr h. ) 

B .. (sense of Sec. 1.3)= -,B­
N,! N.1 

=B .. (sense of this section). (55) 

Henceforth matrix elements are to be understood as de­
fined according to the second of the foregoing equalities. 

For X02, Sec. 1.3, we now have 

4. Matrix Expansion of jj 

B can now be written in terms of creation operators 

00 ( J.' )" B=VRJ.'iL: - (JnAn(y). 
.. =1 1+J.' 

(57) 

We are now ready to derive the matrix expansion of B 
analogous to Eq. (7). The crucial step for this derivation 
is to expand the An in Hermite polynomials 

'" An(Y)= L: AnkHk(y), (58) 
k=O 

where the An" are constant coefficients. It is just this 
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device that will be seen to make possible a simple ex­
pansion of the matrix of B. 

It is shown in Appendix B that the expansion co­
efficients A "k have the form 

( 
"" ) (k-n-2)/2 

Ank= (1 +",,)-t -- ank, 
1+"" 

(59) 

where ank is independent of "". It should be noted that 
a"k is nonvanishing only when nand k have the same 
parity.20 This gives 

B= (~)! V R i: r:(~)("+k-2)f2anijnHk(Y)' (60) 
1+"" "-1 (k) 1+"" 

in which the sum denoted by (k) is over all positive k 
values having the same parity as n; or, by transforming 
the indices of summation 

B= (~)!VR i: (~)m 3:1 

am+P+1,m-p+l 
1+"" m-o 1+"" p~m 

XCm+P+IHm_P+1(Y). (61) 

The matrix form of B is obtained almost immediately 
from the foregoing. We define the matrix element of C 
as the inner product between normalized Hermite 
functions: 

(62) 

In order to ascertain the properties of H r (y) as an opera­
tor, it is convenient to introduce the destruction operator 

15= y/2+d/ dy, (63) 

whose effect on the Hermite functions is given by 

Dkr(y) = rkr_ 1 (y), (64) 

and whose matrix element with respect to normalized 
Hermite functions is 

Since 

we have 
C=y/2-d/dy, 

y=C+D. 

(65) 

(66) 

(67) 

The matrix characterization of H r(Y) then follows im­
mediately from its functional form and from Eqs. (62) 
and (65), if one substitutes for y using Eq. (67) 

(68) 

The important thing about Hr is that its matrix ele­
ments with respect to normalized Hermite functions 
are independent of p.. 

The upshot is that Eq. (61) may just as correctly 
stand for the matrix equation giving the matrix ex­
pansion of B, as for a differential operator equation; 
and in this matrix expansion the coefficients ank and 
the matrices Cn and H k are independent of "". Thus 
Eq. (61) corresponds to the desired expansion (7), 
provided 

5. Fokker-Planck Equation and the 
Next Approximation 

(69) 

We write B{mo) for the approximation to B obtained 
by terminating the sum in Eq. (61) at m=mo. Then 
from the expressions derived in Appendix B we find, 
for mo=O, 

B(O)=8V R( P. )\ -Cy+(2) 
2r(1+p.) 

= -SVR( "" )'CD. (70) 
2r(1+p.) 

This stage corresponds to the case mo= 0, 8 0= bo= qoqo t, 
of Eq. (14), and the approximate operator is exactly 
factorizable. Being in the form of a negative numerical 
factor times - CCb - CD, it very transparently~'ex­
hibits the negative semidefinite property. To get the 
operator which operates on the true probability density 
function, we invert the transformation (43) on~B(O), C, 
and D. We find • 

(71) 

and 

(72) 

Thus 

(73) 

which is the Fokker-Planck operator, as promised. Note 
the convenience of the form (70), from which it can be 
seen by inspection that the eigenfunctions of B(O) are 
the kr(y), and that the eigenvalues (also those of B(O» 

are -SnV R!)L/2r(1+",,)]t. 
B(l), the next approximation to B which would be 

obtained by an uncrit~al inspection of Eq. (61), in­
volves the addition to B(O) of the operator 

Vr ( ~ ) tCIJ13CH3+a22C2H2 
1+p _ 

+a31C3H1+a40C4Ho]. (74) 

This must be simplified. From Eq. (68) and the defini­
tions of the polynomials H r, it may be written as a 
function of creation and destruction operators. In the 
resulting expression all fj operators may be moved to 
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the right of all (J operators with the aid of the commuta~ 
tion relation, and the numerical values of the anI' may 
then be substituted. When this is done, we find 

B(l)=-SVR( p. )i 
211'(1+p.) 

X[(JD+~ ~«(j3Jj-6(J21)2+(JtJa)]. (75) 
61+p. 

It is evident by inspection that this expression is Her­
mitian and has ho(y) as eigenfunction for eigenvalue 
zero, as it should. But it is not negative definite, since 

(hn,B(l)hn)=-SVRN,,( . p. )1 
211'(1+p.) 

x[n- ~(n-1)], (76) 
1+p. 

which becomes positive for sufficiently large n. Thus the 
procedure of Sec. 1.2 must be used. 

The construction of a negative semidefinite operator 
from B(l) as given in Sec. 1.2 amounts to "completing 
the square" of the expression in brackets, Eq. (75), as 
follows: Conditions on three constants a, {:J, and 'Yare 
found such that if 

(77) 
then 

(7S) 

agrees with the operator in brackets in Eq. (75) to terms 
of order p./(1+J.£). The conditions are found to be 

a+,y=l 

{:J=-3. 

We thus have arrived at the following operator: 

B1=-SVR( p. )* 
211'(1+p.) 

Xli (J+~ ~[a(Ja-3(J2D+(1-a)(JJj2J} 
61+p. 

(79) 

. {D+~ ~[atJa-3(J1)2+ (1-a)(J2DJ}. (SO) 
61+p. 

This operator, multiplied by [(1+p.)/p.Jl, agrees with 
B, multiplied by the same quantity, to terms of order 
p./ (1 +p.). It is Hermitian, and negative semidefinite 
with the transformed [according to Eq. (44)J Maxwell­
Boltzmann distribution function as its stable stationary 
distribution. As a differential operator it is of sixth­
order, and therefore is probably easier to handle in the 

form (SO) than in strict differential-operator form. It 
does not appear likely that any simpler operator can 
furnish an equivalent approximation. 

131 is somewhat arbitrary in that the constant a is 
arbitrary; only the two Eqs. (79) determine the three 
constants a, {:J, and 'Y. However, tbe arbitrariness is in a 
term of higher order than that to which the operator is 
accurate; when (SO) is multiplied out we must, of 
course, get 

Bl=-8VR( J.£ )! 
211'(1+J.£) 

X 1 (JD+~ ~[(J3D-6(J2Jj2+(JtJa] 
1 61+J.£ 

+~(~)2 [a(J3-3(J2D+ (1-a)(J1)2] 
36 1+p. 

x [atJa-3(JD2+ (1-a)(J21)]} , (81) 

in which the term inside the braces with coefficient 
p./ (1 +p.), which is the first correction term, is inde­
pendent of a. However, the higher-order term in braces, 
which has coefficient [P/(1+J.£)], will not, except by 
coincidence, agree with the term of like order in the 
exact operator 13, no matter what the value of a, since 
the former is in general only part of the term in the 
exact operator. 131 is, however, not meant to be accurate 
to this order (this higher term in 131 would not be accu­
rate even if there were no arbitrariness), and computa­
tions should not be carried beyond terms which are 
determined bytheJ.£/(1+p.) term in braces in (S1). Then 
the arbitrariness due to the indeterminateness of a will 
play no part in the results. 

It should not be concluded, from the fact that the 
[P/(1+J.£)] term in braces in (S1) is to be disregarded 
where it affects computational results, that it can be 
dispensed with. By ensuring negative semidefiniteness 
it prevents runaway solutions; without it, probability 
modes hr(Y) of very large,. value will grow indefinitely 
in amplitude. It is to be expected that, when used in the 
proper range of deviations from equilibrium, 131 will 
yield nonarbitrary results. The term which contains the 
arbitrariness must be included to prevent the intrusion, 
into solutions of the approximate equation, of spurious 
effects. 

The arbitrariness due to a does not affect the possi­
bility of constructing a sequence of approximations to 
13. As constructed according to the prescription in 
Sec. 1.2, [(l+J.£)/J.£]t13N will always be correct to order 
[P/(1+J.£)]N. Thus in B2 the error due toa will be made 
good, although a new error will be introduced in a term 
of higher order. 

The results obtained will now be considered in relation 
to Brinkman's assertion that the condition (23) requires 
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that all an vanish for n> 2 (our a,.= Brinkman's p.n). In 
the first pl~ce, the fact that F decreases when P(V,t) 
oheys the hnear Boltzmann equation, as proved in Sec. 
I.S, makes it impossible from our point of view to agree 
with this conclusion, since the linear Boltzmann operator 
in general has nonvanishing derivate moments of all or­
ders. However, in any case, what we have sought is an 
approximation to an operator which in its exact form 
does satisfy the requirement. If this operator can be ex­
panded in powers of p./(1+p.), then it is clear that suc­
cessive approximations to its effect on P(V,t) can be ob­
tained by breaking the series off at successively higher 
terms, and that these approximations might be useful 
even if they did not satisfy some of the requirements the 
exact operator satisfies. 

m. MORE GENERAL SYSTEMS 

The above work can be generalized to other linear 
Boltzmann operators in the following two ways: by 
leaving the ank general, and by suppressing explicit 
reference to the expansion parameter p./(1+p.). In the 
following sections we take up these two modes of 
generalization successively. 

1. Case of General ank 

The ank are not mutually independent. Let us write 
the expansion of jj in the form 

B=VR(~)ii: (~)m6m. 
1+p. m-o 1+p. 

(82) 

Each 6m in (82) must end in a destruction operator in 
order that ho(y) be a stable equilibrium solution. In the 
case m=O we have, from Eq. (61), 

60= [anCy+a20()] 
= [allC(C+D)+a2oC2]. (83) 

The stable equilibrium condition here requires that the 
coefficient of (J2 vanish, or 

(84) 

This is, of course, just the classic relation between vis­
cosity and diffusion coefficient discovered by Einstein.21 

A similar relation can be found in the next order: 
After bringing D operators to the right in all terms, 
we have 

61 = (a13+ a22+a31 + a(0) C'+ (3a13+ 2a22+ aSl)C· D 
+ (3alS+a22)(J2V+a1sCV. (85) 

The condition that this annihilate ho(y) is that the 
coefficient of C4 vanish: 

(86) 

In this case another restriction on the a"k must be 
satisfied too, in order that 61 be Hermitian. Namely, the 

11 A. Einstein, Ann. Physik 17, 549 (1905). 

coefficients of cafj and of CV must be equal: 

3a13+2a22+a31=a13. (87) 

With Eqs. (84), (86), and (87) we can eliminate a2o, 
a3l, and a40. When this is done, we obtain 

B(l) = VR(~)t{allCfj+~[a13C3.z) 
1+p. 1+p. 

+(3a13+~2)C2fj2+a13CVJ+oC:p.)}' (88) 

In the Rayleigh process the ank are known, and in fact 
the relations derived above can be verified for the ex­
pressions given in Appendix B. However, Eq. (88) may 
also be applied in the following way. Suppose thermal 
fluctuations are to be studied beyond the range where 
linear friction applies, in some system whose linear 
Boltzmann operator is unknown, but in which the fol­
lowing hypotheses may be justifiable: (a) The (un­
known) linear Boltzmann operator is expansible in terms 
of some parameter analogous to p./(1+p.), and (b) the 
successive derivate moments are expansible in Hermite 
polynomials. This amounts to saying that the random 
process involved is mathematically of the same type as 
the Rayleigh process. Equation (88) or its equivalent 
then tells us that in order to study the random process 
in a consistent way with inclusion of the va term in the 
friction22 (Le., in the first derivate moment), it is suffi­
ceint to know just the coefficient of this term and 'that 
of the V2 term in the noise, i.e., in the second derivate 
moment; the remaining relevant coefficients au and a,o, 
which appear in the third and fourth derivate moments, 
being determined by the former two. 

As in Sec. II.5, a negative semidefinite operator agree­
ing with B(l) to order [P/ (1 +p.)]t can be constructed by 
completing the operator absolute-square. The result is 

Ih= (~)i V R{a111C+~all-t 
1+1-' 1+p. 

X [aC*+l(3a13+a22)C2fj+ (a13-a)CD2] } 

X { au t D+..!:..-all-i[aV+! (3a13+ a22) C.z)2 
1+p. , 

+ (a13-a)C21)] }. (89) 

1I2 Carried out to its second term, the expansion of Al is 

(l+p)l{ I' } 
A1(y) ... -- 4 11Hl+-4uH t +··· 

p 1+1' 

(l+p)l{ I' } ==-- 411Y+-418&-3y)+'" . 
p 1+1' 

If 1'«1, the HI contribution will not come in until T""1/p and 
then the -3y term will be negligible compared to T. Simllarly 
with all higher H~ contributions. If they contribute significantly 
at all, the highest power in them will dominate. Thus when p«l 
the Hermite expansion will not be appreciably different from' a 
power series. And this will, of course, hold for the expansion of 
any derivate moment. 
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2. Suppression of the Expansion Parameter 

Let us put 
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APPENDIX A 

Derivation of the Transition Probability 
for the Rayleigh Model 

We here evaluate the function C(y"ly') of Eq. (36) 
in the text. To do so we first work in terms of the ordi­
nary velocity V. Let 

B1= V R[k/j+k2C3+kaC2D+k4CD2] 
= [k l D+k2D3+kaCD2+k4C2D]. (91) C(V" I V') = probability density-in-V" per unit 

This form of Bl would be usable, if valid, for a system 
not possessing an expansion parameter, or for which 
this parameter was unknown. In the absence of as yet 
unsuspected restrictions, the four k's of Eqs. (90) are 
mutually independent; they certainly are so for the 
Rayleigh model, since a, au, al3, and a22 are independent. 

The form of the operator of Eq. (91) with arbitrary 
k's is sufficient for negative semidefiniteness. Let us try 
to define the conditions under which it is also necessarily 
the next negative semidefinite approximation after the 
Fokker-Planck operator. In terms of a"k, the kth Her­
mite coefficient of an(y), Eq. (61) reads 

This is a perfectly general formal expression for any 
linear Boltzmann operator, since it may be derived 
without any further assumptions from Eq. (37). If the 
equilibrium distribution of y is Gaussian, exp( -y2/2), 
sufficient conditions on ank/n! in order that B be Her­
mitian and promote stable equilibrium are the same as 
Eq. (84) for the ank/n! with n+k=2, and the same as 
Eqs. (86) and (87) for those with n+k=4. To prove 
these conditions necessary as well, a variable expansion 
parameter analogous to J£/(1+J£) is needed, in order to 
make possible the device of setting the coefficient of 
each power of the parameter equal to zero. However, in 
the spirit of a phenomenological approach it may be 
justifiable to hypothesize the existence of such a pa­
rameter, when definite knowledge about a given system 
is not available. Assuming the hypothetical parameter 
to be small as well-as would be reasonable for any 
macroscopic variable which fluctuates due to molecular 
impulses or contributions-Eq. (91) would then be the 
most general form for the indicated approximation. 

time that a particle with given 
velocity V' undergoes a collision 
which changes its velocity to V" 
("transition probability" from V' 
to V"). (Al) 

Let v stand for the component of velocity of a mole­
cule in the direction of the constrained motion of the 
particles (note that v therefore does not stand for the 
speed of the molecules). Given a particle with initial 
velocity V, and assuming the distribution (31) for the 
vector velocity v, the probability density-in-v for a 
collision of the particle with a molecule having velocity 
component (in the foregoing sense) v, per unit time, is 

(A2) 

if A is the area of the disk of the particle, p the spatial 
density of molecules, and jo(v) the one-dimensional 
Maxwell-Boltzmann function 

fo(v) = (211'VR2)-t exp(- ~). (A3) 
2VR2 

The fraction of all disks which are knocked out of the 
infinitesimal range dV at V by molecules in dv at v is, 
per unit time, 

Apjo(v) I V-vIP(V)dvdV, (A4) 

where P(V) is the velocity probability density of 
particles. 

The coefficient of dvdV in (A4) is the probability 
density-in-v-and-V, per unit time, of the process de­
scribed. However, for use in Eq. (35) we require the 
transition probability between two values of V namely 
V' and V" (ultimately, y' and y"). These may be related 
to v and V by the dynamics of the collision, as follows: 
Let 

V'= V. (AS) 
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Assume that molecules are reflected specularly from the 
disks; then V', V" are related to the variables V, v by 
Eq. (AS) and by 

where 

V"- V'=2~(v-V) 
1+#L 

(A6) 

(A7) 

To obtain a transition probability for V' ~ V" from 
the expression (A4) one must (a) write this expression 
in terms of V' and V"; (b) make it a probability density 
in V' and V" by mUltiplying it by a (v,v)/a (V', V") 
= (1 +#L)!2,u, and (c) divide by P(V') to obtain a proba­
bility conditional in V'. In this way one obtains 

C(V"\ V1):=:AP(1+,u)2jo (1+,uVII _ l-,uV1) 

2#L 2p, 2p, 

.[ V"- V'I. (A8) 

An expression formally the same as this would be ob­
tained if the gas were linear instead of three-dimensional, 
with the particles on a line with the gas molecules, and 
if every encounter between a particle and a molecule 
resulted in a collision. The latter is the model originally 
introduced by Rayleigh,l1 and the present one is mathe­
matically equivalent to it. 

Now transform to the variable y [Eq. (33)]. Writing 
C(y" \ y') for the transition probability per unit time 
for the event y' ~ y", which is a probability density in 
y", we shall have 

C{y"\y')=C(V"1 V')dV"!dy" (A9) 

(in this equation the C's stand for transition proba­
bilities with respect to the arguments in their respective 
parentheses; since the arguments are different random 
variables on the two sides of the equation, the C's on the 
two sides are not meant to be the same functions). Put 

Ap=l, (AlO) 

since this combination of constants plays no further 
part in the analysis. Equation (A9) applied to Eq. (A8) 
then gives Eq. (36) of the main text. 

APPENDIX B 

We here evaluate the Hermite expansion coefficients 
of A .. (y). From Eq. (58) and the normalization constant 
of the H,,(y), 

An,,=_1_ f exp(- 7)Hk(y)An(Y)dY. (Bl) 
(211-)tk! 2 

We utilize the generating function of the Hermite 

polynomials, 

( 

Z2 ) '" Hr(y) 
exp - -+zy = E z'--, 

2 m=O r! 
(B2) 

whence An" is the coefficient of Zk in the power series 
expansion of 

2" f (y2 Z2 ) =-- dyexp - - - -+zy 
211"nl 2 2 

Inverting the order of integration, it is possible to 
integrate immediately over y, using the formula 

It;() exp( -ay2-by)dy= (~)i exp( b
2 

). 

-co a 4a 
(B4) 

This gives 

But here we recognize, in the first exponential in the 
integrand, the generating function according to formula 
(B2) of the functions 

From this it follows that 

xf exp(- #L X2)Hk 
2(1 +p,) 

X([l:J! x )xnIX\dX. (B6) 

Changing to ~/(l+,u)J!x as variable of integration. 

Ank 
(_1)k2" (#L ) (Io-n-2)/2 

[211"(1+p,)]tn!k! 1+p, 

X f exp( - ~)Hk(x)xnlxldx. (B7) 
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The integral can be simplified as follows: 

=0 if n+k odd. (B8) 

The dependence on parity of n+k agrees with the fact 
that A,,(y) is even or odd according to the parity of n 
(d. footnote 20). 

The integral in (B8) is 

J= £'" Hk(x) exp ( - ~)X"+ldX 

'" ( d )k x2 
= i X,,+l - dx exp ( - 2" )dX. (B9) 

If k~n+1 we integrate by parts k times to get 

where the double factorial N!! is defined by 

N!!=N(N-2)(N-4)·· ·3·1 (N odd) 
=N(N-2)(N-4)" ·4·2 (N even), (BU) 

and, by convention, O!!= (-1)!!= 1. 
If k>n+1 we integrate by parts n+1 times: 

= (n+1) !Hk-n-2(0) 

= (_1)(k-n-2)/2(n+ 1) !(k-n-3)!!, (B12) 

the last form being obtained by adapting, to our defini­
tion of Hermite polynomials, formula (13.15), Sec. 10, 
of Higher Transcendental Functions [edited by A. Erde­
lyi (McGraw-Hili Book Company, Inc., New York, 
1953), Vol. II]. 

If we combine the foregoing results, we get 

( 

p. ) (k-,.-2) /2 
Ank= (1 +p.)-! -- a,.k, 

1+p. 
(B13) 

with 
2,,+1 n+1 

ank= (_1)k (k~n+ 1) (B14) 
(21l')l k!(n-k+1) !! 

2,,+1 (n+1)(k-n-3)!! 
= (_1)(n+k+2)/2 

(21l')! k! 
(k>n+1). (B15) 
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of an Imperfect Gas 
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A new derivation of Mayer's classical density expansion for the pressure of an imperfect gas based on a 
classification of cluster graphs according to topological criteria is presented. The classification is a generaliza­
tion of the classification of simple trees into trees with centers and trees with bicenters. 

RECENTLY, a number of significant advances in 
the theory of many-particle systems have been 

made by the method of summation of infinite subclasses 
of terms in series defined by diagrams. Perhaps the 
classic example of such series are Mayer's cluster ex­
pansionl for thermodynamic properties and distribution 
functions in nonquantum eqUilibrium statistical me­
chanics. Since Mayer's graphs are simpler and more 
purely combinatorial objects than the Feynman-type 
graphs2 which occur in quantum perturbation theory, it 
is illuminating to go back and look at the classical 
version of some of the combinatorial problems of the 
quantum theory of many-body systems. In the course of 
just such an investigation the author has come upon a 
new derivation of Mayer's density series for the pressure 
which is the classical analog of a rearrangement of the 
quantum perturbation expansion for the grand partition 
function of a bose gas.3 This derivation is expounded 
here for its own sake as well as for the light it throws on 
the quantum problem. 

Of the many derivations of Mayer's density series,4 
the present one is most closely related to Salpeter's, but 
unlike his, it gives directly an expansion for the pressure 
rather than the chemical potential. Like Salpeter's, the 
present derivation does not require the evaluation of a 
complex numerical combinatorial factor but relies rather 
on certain topological properties of cluster graphs. The 
essential part of the present derivation is a theorem, to 
be demonstrated below, which shows that each reducible 
cluster can be considered to be built upon a foundation 
which is either an irreducible cluster or a point. 

Mayer has given the following expression for the 
logarithm of the classical grand partition function of a 
monatomic gas or, what is the same thing, PV/kT: 

PV = v[z+t zn L: fIIJiJ-d(i) .. 'd(n)], (1) 
k T ,,-2 n! all clust~r8 of 

n particles 

• Permanent Address: National Bureau of Standards, Washing-
ton 25, D. C. . a 
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where z is the "active" number density or activity, 

Jii=exp-u( lXi-Xii )/kT-1, 

u( I Xi- Xi I) is the intermolecular potential between 
molecule i and molecule j, P is the pressure, V is the 
volume, T is the temperature of the gas, and k is 
Boltzmann's constant. (1)··· (n) is an abbreviation for 
Xi" ·X .. , d(1)·· ·d(n) is an abbreviation for dx!·· ·dx ... 

The product of ITJii contains a number of factors Jii 
with indices ij taken from the set 1· .. n. Every term on 
the right in (1) corresponds to a diagram consisting of 
points labeled 1· .. n, connected pairwise by a number 
of arcs. For every arc joining points, say k1, in a particu­
lar diagram, a factor J k! appears in the corresponding 
terms of the series. In mathematical terminology a 
diagram constructed in this way is called a graph with 
labeled points. The second summation on the right is 
over all products Jii whose corresponding graph is a 
cluster, i.e., a connected graph in which no pair of points 
joined by more than one arc. 

In what follows, we shall also need the activity series 
for the number of particles: 

[ 

zn+! 
N=PV=V z+L:-

.. =1 n! 

X L: fIIJiid(2)" 'd(n+1)]. 
all clusters of . 
n + 1 particles 

(2) 

We consider now two particular clusters for the 
purpose of illustrating a number of definitions and 
simple theorems about graphs. (We use the terminology 
of Ford and Uhlenbeck.5) Points such as 10 in Fig. 1(a) 
are called articulation points. The removal of 10 to­
gether with all arcs joined to it divides the graph into 
two disjoint parts. This is not true, for instance, of 12, 
which is therefore not an articulation point. A connected 
graph without articulation points is called a star. [Thus 
10-12 and 4, 5 are stars.] An arbitrary cluster is 
divided by its articulation points into a collection of 
stars. Thus the articulation points 2, 3, 4, 6, 8 in 
Fig. 1 (b) divide it into the stars (12), (23), (346), (45), 
(687), (89). Conversely, any cluster can be considered 
as a collection of stars joined together at articulation 

i G. W. Ford and G. E. Uhlenbeck, Proc. Natl. Acad. Sci. U. S. 
42, 122 (1956). 
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to) FIG.!. Two representative 
clusters. 

points, and from this point of view the cluster is called 
a star tree. A star tree with one point singled out is 
called a rooted star tree, and the singled-out point is 
called the root. A star tree may consist of a number of 
branches disjoint except for the root. If in Fig. 1 (b) the 
point 3 is designated as the root, we obtain a rooted star 
tree with two branches, (123) and (3456789). 

A cluster may be considered to be made up in a 
number of different ways of stars, rooted star trees, and 
branches joined at articulation points. For each such 
way, the corresponding integral can be written as a 
product of integrals referring to the component stars, 
rooted star trees, and branches. This is a consequence of 
the fact that jij depends only on the distance I xi-xii, 
which is, indeed, what makes graph-theoretic concepts 
important in the theory of cluster series. Thus, the 
integral corresponding to Fig. l(b) may be written 

J hd23is4j36/46j4d6d68!sds9d(1)' . ·d(9) 

= J j 12d(l) x f bad(2) X f /4r.d(5)Xf jssd(9) 

X f is4is6j46d(3)d(4) X f j6d68js7d(7)d(8). (3) 

Alternatively, this same integral may be considered to 
be the product of an integral referring to one of the 
stars in Fig. 1(b) and integrals referring to each one of 
the rooted star trees which are attached to this star 
through articulation points. 

It is perhaps obvious from the principle illustrated by 
(3) that it should be possible to express (1) and (2) in 
terms of integrals referring only to stars. It is not so 
obvious, however, that these equations attain their 
simplest form when expressed as a power series in the 
density. As is well known, the result of reexpressing (1) 

in terms of integrals referring to stars (irreducible 
cluster integrals in Mayer's terminology) is the density 
series for the pressure, which may be written in the 
form 

PVjkT= V(p+S-piJSjiJp), 

where p is the average number density and 

co pn f VS=L - L II j ijd(1) .. ·d(n). 
n=2 n! all st"!s of 

n POints 

(4) 

(S) 

The appearance of a power series in p rather than z in 
which the coefficients are determined by stars rather 
than by arbitrary clusters becomes less surprising when 
it is noted that the series in (2) for p is essentially a sum 
over rooted star trees and that any cluster may be con­
sidered to be a star with a number of rooted star trees 
attached to it. The difficulty with this last point of 
view, however, is that in general a cluster can be 
represented as a star with a number of rooted star trees 
attached in several different ways. We show now that all 
clusters can be divided into two classes. For every 
member of the first class there is a certain star which 
has a special right to be the basis upon which the cluster 
is built by attaching rooted star trees. For every member 
of the second class there is a special point from which the 
cluster is built by adding branches. 

Consider again Fig. l(b). There are three stars (89), 
(45), and (12), which are attached to the remainder of 
the graph by only one (articulation) point. Let us re­
move these stars and obtain Fig. 2(a). This graph has 
two stars, (23) and (678), attached by only one point. 
Removing these, we obtain the star (436) in Fig. 2(b). 
Figure 1(b) can thus be considered to be constructed 
from the fundamental star (436) by the attachment of 
the rooted star trees (321), (45), and (6879). We will call 
the process of successive removal of all stars attached at 
only one point the reduction process. It is essential that 
all stars containing a single articulation point be com­
pleted before the new graph is examined and the process 
is applied again. The reduction process applied to the 
graph in Fig. 1 (a) yields the graph in Fig. 3 (a) after two 
steps, while the final step yields simply the point 5. This 
graph may thus be considered to consist of the two 
branches (1",5) and (5·· ·12) joined together at the 
point S. 

jA 
2 

(a) 

(b) 

FIG. 2. The reduction of Fig. 
l(b); (a) the first step; (b) the 
second step. 
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Th~t the reduction process can be applied to any 
reducIble cluster and will result in either a star or a point 
after a finite number of steps follows from the fact that 
if a graph has an articulation point, there is at least one 
st~r attached to the remainder of the graph at only one 
pomt. If the result of the process is a star, we will call 
the star th.e fundamental star and if a point, the funda­
mental pomt. Any graph can thus be considered to be 
built of a fundamental star with a number of rooted 
trees attached or of a number of branches joined at a 
fundamental point. 

The question immediately arises: What is it that 
distinguishes the fundamental star or fundamental point 
from all other stars or points of a graph? This question 
can be answered by introducing the notion of order of a 
rooted star tree. The order of a star tree is the number 
of steps in the reduction pro.cess required to reduce it to 
a point. Now if a graph has a fundamental star, the 
order of no one of the attached rooted star trees is greater 
than the order of all of the others, and if a graph has a 
fundamental point, the order of no one of the attached 
branches is greater than the order of all the others. 
Suppose, for instance, that a graph with a fundamental 
star has an attached rooted star tree of the order n 
greater than the order of all the others. After n-1 steps 
in the reduction process, all the other rooted star trees 
will have been reduced to points, while the given one will 
have been reduced to one or more stars attached to the 
fundamental star at one point. If this is so, however, the 
reduction process correctly applied one more step should 
have resulted in a point, which contradicts the hypothesis 
that the graph has a fundamental star. On the other 
hand, if a graph with a fundamental point has an 
attached branch of largest order, at the (n-1)th step, 
all other attached branches except the maximum will 
have been reduced to a point, while the maximum will 
have been reduced to a star. Again this contradicts the 
hypothesis that the graph has a fundamental point 
since, if the reduction process had been correctly 
applied, it would have yielded a star at the (n-1)th 
step. It is easy to see that if a graph has a star with the 
foregoing property, no other star has the foregoing 
property, nor does it have a point with the foregoing 
property; and if a graph has a point with the fore­
going property, it has no other point with the fore­
going property, nor does it have a star with the 
foregoing property. Thus we have the following theorem: 

All clusters can be divided into two disjoint classes, those 
with a unique fundamental point, and those with a unique 
fundamental star. If a graph has a fundamental point, no 
branch attached to this point has an order greater than the 
rest. If a graph has a fundamental star, no rooted star tree 
attached to this star has an order greater than the rest. 6 

6 The notions of fundamental star and fundamental point of a 
star tree are generalizations of the notion of center and bicenter of 
a simple tree. See D. Konig, Theorie der EndUchen und Unendlichen 
Graphen (Chelsea Publishing Company, New York, 1950), Chap. 
5. A similar, but not identical, generalization has been made by F. 
Harary and R. Z. Norman [Ann. Math. 58, 134 (1953)]. 

FIG. 3. The next-to-last step in the 
reduction of Fig. 1 (a). 

10 

~6 
. With this theorem we are in a position to reexpress (1) 
m terms of star integrals. Consider a particular term on 
the right in (1) corresponding to a labeled cluster which 
has a fundamental star IT and attached rooted star trees 
1'r, 1'2, ••• 1'r • Let m be the number of points in IT and 
mI' .. mr, the number of points besides the root in 
1'1'" 1'r. The total number of points is n=m+ml+" ·mr. 
There will be a number of other clusters differing only in 
labeling which yield the same contribution. We compute 
the contribution of all clusters identical to the given one, 
except for labeling. We suppose that in the given cluster 
the. fundamental star is labeled with the integers 1· .. m, 
whIle 7'1' •• 7'r are labeled with integers taken from the 
sets (ml)'" (m r ). The operation of summing over all 
labelings of the given graph can be written as the sum 
over alliabelings which do not interchange labels among 
IT and 7'1' •• 1'r times the number of ways of choosing sets 
of m, mi' . ·mrintegers out of nintegers (= n!jml!' .. mr!). 
Thus we have for the contribution of the given cluster 
and all its relabelings 

1 
L: ffiid(1)" ·d(n) 

m !mIl' .. mr all labelings of " 
with integers 1· .. n 

x IT L: fn fijd[m.J, (6) 
0=1 all labeling. of T. 

with integers taken from (m.) 

where d[m.J is the product of volume elements for all 
molecules of the sets [m.]. 

We now sum over all clusters which have the same 
fundamental star as the given cluster. All such clusters 
can be built up by attaching various collections of trees 
to the points of the star. The trees, however, may not be 
added independently. We must be sure that there are at 
least two of maximum order, otherwise the given star 
will not be the fundamental star of the cluster. 

In order to find the total contribution to (1) from 
clusters with fundamental stars, it is most convenient 
first to compute the sum without regard to restrictions 
in adding chains and then to subtract the superfluous 
contributions. The sum without regard to restrictions is 

ao pm f 
VS= L: - L: n fi;d(1) .. ·d(n), 

m=2 m! all stars 

Zn+l 

p=z+L: -
n=l n! 

(7) 

x E fn f ijd(2) .. ·d(n+ 1). (8) 
all rooted star 

trees with root 1 
from points 2· •. n + 1 
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Any point of the star u may have either no rooted tree 
attached, corresponding to the first term on the right in 
(8), or an arbitrary rooted tree, corresponding to one of 
the second group of terms. Since we allow trees to be 
attached independently, the sum of products is the 
product of the sums. Since there is a one-to-one corre­
spondence between labeled rooted star trees with root 1 
formed from n+ 1 points and labeled clusters formed 
from n+ 1 points, (8) is simply another form of (2), and 
p is, in fact, the number density. 

The contributions to be subtracted are those from 
clusters formed from u (which is, of course, no longer the 
fundamental star of the cluster) by attaching a number 
of rooted star trees, one of which has greater order than 
the rest. If s is the (articulation) point at which the tree 
of largest order T. is attached to (T, the remaining trees 
T;(i=;eS) together with (T, form a branch fl whose order is 
almost equal to that of T •• The contributions to be 
subtracted may thus also be characterized as those from 
clusters formed by joining a branch of order p to a 
rooted star tree of order q with p~ q. 

We turn now to the contributions to (1) from clusters 
with fundamental points. These are formed by attaching 
a number of branches at a point, taking care that at 
least two branches have order greater than the rest. 
Again, it is convenient first to compute the sum without 
restrictions, then to subtract the superfluous contribu­
tions. It is easily seen that the unrestricted contribution 
together with the first term z in (1) is simply p as given 
by (8). The contribution to be subtracted is that from 
clusters formed by joining one or more branches fll' . ·fl. 
to a common root such that one, say fl., has order p 
greater than the rest. The remaining branches fli (i-;Z!:s) 
form a tree of order q with p>q. The case in which fl. is 
the only branch must also be included. If we call a point 
a tree of order zero, the above superfluous contributions 
may be described as those arising by joining a rooted 
star tree of order q and a branch of order p with p>q~ O. 

We see now that the two collections of superfluous 
contributions complement each other. Together they 
comprise contributions from all graphs formed by 
joining a branch and a tree to a common root with no 
restrictions on the order of the branch or the rooted tree. 
It may be remarked that in general a given cluster 
appears several times in this collection. A cluster ap­
pears, in fact, as many times as the number of ways it 
can be constructed by attaching a tree and a branch at a 
common root. 

We consider a particular labeled cluster formed by 
joining a particular branch fl with a root 1 and re­
maining points labeled with integers 2·· ·n+1, and a 
particular tree T with a root 1 and remaining points 
labeled with integers n+ 2, ... , n+m+ 1. The contribu-

tion of this cluster together with all distinct clusters 
derived by permutation of labels among points within 
the rooted star tree and branch may be written 

v r: fn 10 d(2)·· ·d(n+1) 
all labelings of (J 

with integers 2· .. n + 1 

x r: In J;jd(n+2)·· ·d(n+m+1). (9) 
all labelings of T 

with in tegers 
n+2···n+m+l 

On mUltiplying by the number of ways of choosing n 
integers to label the points of the branch, m integers to 
label the points of the rooted star tree and one integer 
to label the common root, and summing over all 
branches and rooted star trees, we obtain for the total 
superfluous contribution 

00 zn J 
V r: r: - n 1;jd(2)·· ·d(n+l) ' 

n=11 all n! 
• branches 

zm+l 

r: 
~l rooted star trees m ! 

WIth root 1 and other 
points n+2·· ·n+m+l 

(The term z in the parentheses corresponds to "rooted 
star trees of order zero.") 

We immediately note that, by (8), the second factor 
in (10) is simply p. We can eliminate z from the first 
factor by using the representation of a branch implicitly 
used in the foregoing: every branch can be represented 
in one and only one way as a rooted star (i.e., a star 
with a marked-out point) with a number of rooted star 
trees attached at points other than the root. With the 
aid of this representation, the first" factor in (to) can'be 
represented as a sum over rooted stars: -

r: 
n=l all rooted stars with n! 

root 1 and points 2· .• n + 1 

x f II 1ijd(2)·· ·d(n+1). (11} 

Finally, we note that (11) is simply VpiJSjiJp and that 
the total quantity to be subtracted is VpiJSjiJp. Thus. 
we have (4) for PV jkT. 
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• At very low ?ensities a~ electron gas in a compensating uniform background of positive charge crystallizes 
mto a bec lattice for which the correlation energy per electron is (-1.792/r.) ry. At higher densities the 
first correction to this result arises from the zero-point energy of the electrons, which can be expanded in 
terms of the even moments of the frequency spectrum. We have computed the first five nonvanishing 
m0!llents and have es~ated ~he con.tribution to the zero-point energy from the remaining moments using 
theIr known asymptotic behavlor. This procedure leads to the value (2.638/r.l ) ry for the zero-point energy 
per electron. The ~ow temperature specific heat per electron is found to be 56.21kr"!!· (kT)3 ry. The range 
of T. values for whlch these results should be valid is discussed on the basis of Lindemann's melting formula. 

I. INTRODUCTION 

I N 1934, Wigner, in a study of the effect of electron 
interactions on the energy levels of the electrons in 

a metaP stated that as the density of an electron gas in 
a compensating uniform background of positive charge 
tends to zero, the Coulomb interactions dominate the 
kinetic energy of the electrons and they arrange them­
selves in the configuration of lowest potential energy, 
probably a bcc lattice. In 1938, he presented a quan­
titative treatment of this problem.2 He calculated the 
energy of a lattice of electrons in a uniform background 
of positive charge on the assumption that the potential 
at any electron is that due to a uniform sphere of 
positive charge surrounding it. The radius of this sphere 
T. measured in units of the Bohr radius, was chosen to 
be such that the volume occupied by one electron is 
t1l'r.3• This simple electrostatic calculation yields an 
energy per electron which is proportional to r .-1. A 
careful calculation by Fuchs3 of the static energies of 
monovalent ions arrayed in the three primitive cubic­
lattice structures in a compensating uniform background 
of charge, showed that for a given number density of 
ions the bcc structure has indeed the lowest energy, 
with the fcc and simple cubic structures having higher 
energies in that order. When he took into account the 
oscillation of the electrons about their lattice points, 
Wigner obtained a correction to the static energy which 
is proportional to r.-i . The value of this energy given 
in the text of Wigner's paper is 3r .-! ry, which is that 
obtained in the Einstein approximation in which each 
electron is assumed to vibrate independently of all the 
others. However, in a footnote to this paper Wigner 
mentions that when one takes into account the coupling 

* This research was supported by the U. S. Air Force through 
the Air Force Office of Scientific Research, Air Research and 
Development Command. 

t Present address: Westinghouse Research Laboratories, Beulah 
Road, Churchill Borough, Pittsburgh 35, Pennsylvania. 

1 E. P. Wigner, Phys. Rev. 46, 1002 (1934). 
2 E. P. Wigner, Trans. Faraday Soc. 34, 678 (1938). 
3 K. Fuchs, Proc. Roy. Soc. (London) 151, 585 (1935). 

between the displacement components of the electrons, 
as in the theories of Debye,4 and of Born and von­
Karman,s the value 2.7r.-1 ry is obtained. Since 
Wigner's 1938 paper no detailed calculation of the 
zero-point energy of an electron lattice has been 
published. At the time of writing, however, we have 
received a report of the work of Carrs in which the value 
2.66r .-! ry is given for the harmonic contribution to the 
zero-point energy. Carr obtained the zero-point energy 
of a bcc lattice of electrons by numerical integration, 
having first calculated the normal mode frequencies of 
the electron vibrations at 512 points in the first Brillouin 
zone. 

Here we apply the moment-trace method1 to the cal­
culation of the zero-point energy of a bce lattice of elec­
trons in a uniform background of positive charge. In 
Sec. II we express the zero-point energy as an expansion 
in all the even moments of the frequency distribution 
function of the normal modes of vibration, and show 
how the asymptotic behavior of the moments may be 
used to sum all terms past the few that can be deter­
mined explicitly. 

In Sec. III we obtain the dynamical matrix of the 
lattice from the equations of motion of the electrons. 
We evaluate the first five even moments of the fre­
quency distribution function in Sec. IV, and we use 
these results to obtain an estimate of the contribution 
to the zero-point energy from the remaining moments. 
In Sec. V we discuss the range of values of r. for which 
our result may be expected to be valid, using essentially 
Lindemann's melting-point formula as a criterion for 
the stability of the electron lattice. 

4 P. Debye, Ann. Physik 39, 789 (1912). 
6 M. Born and Th. von-Karman, Physik. Z. 13, 297 (1912)'14 

15 (1913). ' , 
6 W. J. Carr, Jr., Scientific Paper 6-40601-1-P2, Westinghouse 

Res~rc~ Laboratories (December 31, 1959); and private com­
mumcatlon. 

7 E. W. Montroll, J. Chem. Phys. 10, 218 (1942). 
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II. ZERO-POINT ENERGY 

We begin this section by introducing the distribution 
function g(w) for the normal mode frequencies of our 
electron lattice. g(w) is defined in such a way that 
g(w)dw is the fraction of normal modes with frequencies 
in the interval (w, w+dw) in the limit as dw -? O. The 
moments }J.n of this distribution function are defined by 

f
"'P 

}J.n= wng(w)dw, 
o 

(2.1) 

and the fact that Wp is the maximum normal mode 
frequency follows readily from Kohn's sum rule. 

The squares of the normal mode frequencies are the 
eigenvalues of a secular determinant D.lt is well known 
that the trace of the nth power of D is equal to the sum 
of the nth powers of its eigenvalues, or 

(2.2) 

where j labels the branches of the frequency spectrum 
and k labels the frequencies in each branch. If we 
divide both sides of this equation by 3N, where N is the 
total number of electrons, since there are 3N normal 
mode frequencies, we have 

1 . 1 
- :E:E wln(k)=}J.2n=- TrDn, (2.3) 
3N i k 3N 

It 3 

Eo=- :E :E wj(k). (2.4) 
2 i-I k 

With the use of the distribution function g(w), Eq. (2.4) 
cail be written as 

3Nltf"'P 
Eo=- wg(w}dw. 

2 0 

(2.5) 

If we define a dimensionless distribution function f(x) 
by 

f(x) =wpg(wpX), (2.6) 

the zero-point energy per electron can be written as 

Since the moment-trace method gives only the even 
moments U2n, we have to express Ul in terms of the 
even moments. This is done by writings.9 

Ul= fl [1-(1-xIl)Jlf(x)dx 
o 

=I:. (_1)n(i)1
1 

(1-xIl)nf(x)dx. (2.10) 
n=O n 0 

We now define new dimensionless moments V2n by 

V2,,=1
1 

(1-xIl)nf(x)dx=~ (-1)i(~)U2i' (2.11) 
o ,=0 J 

In terms of these moments, UI becomes 

00 (1.) =:E (-1) n 2 V2,,' 
n=O n 

(2.12) 

Since the V2n are all positive we see that breaking off 
the expansion (2.12) at any term yields an upper bound 
for Ul. 

In practice, we can calculate only the first few 
moments U2n, and hence only the first few moments V2,,' 
We must therefore estimate the contribution to Eo/N 
from the sum 

(2.13) 

when all the moments up to V2k-2 are known explicitly. 
In general, the low-frequency expansion of the fre­

quency distribution function f(x) has the form 

(2.14) 

It has then been shown8 that the asymptotic behavior 
of the V2" in the limit of large n is given by 

C2 r(!)r(n+1) C4 r(!)r(n+l) 
"/)2,,"-' + Eo 3hwPfi 

-=- xf(x)dx. (2.7) 2 r(n+!) 2 r(n+i) 
N 2 0 

In terms of f(x) we can define dimensionless moments 
Un by 

}J. II Un=~= x"f(x)dx, 
Wpn 0 

(2.8) 

and we see that 
(2.9) 

C6 rmr(n+1) + +.... (2.15) 
2 r(n+9/2) 

If this result is substituted into Eq. (2.13), the sum­
mations over n can be carried out in closed form, and 

8 C. Domb, A. A. Maradudin, E. W. Montroll, and G. H. Weiss 
Phys. Rev. 115, 24 (1959). ' 

9 C. Domb and L. Salter, Phil. Mag. 43, 1083 (1952). 
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we obtain 

~ (-I)n(!)V2n"-' C2 
n-k n 4(2k-l)(2k+1) 

C4 

2 (2k-l) (2k+ 1) (2k+3) 

15 

8 (2k-l) (2k+ 1) (2k+3) (2k+S) 
(2.16) 

Our final expression for the zero-point energy per elec­
tron becomes 

Eo = 3fu..JP
{ I: (_I)n(t )V2n C2 

N 2 n=O n 4(2k-l)(2k+ 1) 

2 (2k-l) (2k+ 1) (2k+3) 

15 ... }. (2.17) 
8 (2k-l) (2k+ 1) (2k+3) (2k+5) 

III. DYNAMICAL MATRIX 

We consider a lattice of electrons in a compensating 
uniform background of positive charge. The equi­
librium position of the lth electron relative to an origin 
at some lattice point is given by the vector 

rl= llal+l2a2+1aaa, 

where the {q are integers and aI, 82, and aa are the 
primitive translation vectors of our lattice. 

For small displacements of the electrons about their 
equilibrium positions, the total potential energy of this 
system can be expanded as 

<I>=<I>o-! L cPX1Jll'u.,zu,F+···, 
II' 
xy 

(3.1) 

where uz
1 is the x component of displacement of the lth 

electron, and for central force interactions 

cPx1Jll' = [a2cP(r)/ axay] I r=r"', (3.2) 
with 

rll' = rl- rl'. 

Furthermore, since the net force on any electron must 
vanish in a uniform translation of the lattice, we have 
the additional condition that 

cPZyll= - L:' cPzl/ll'OZII' 
I' 

(3.3) 

where the prime on the summation excludes l=l'. In 
the present problem 

e
2 f d

3
r' 

cP(r)=--ne2 --, 
r / r-r'/ (3.4) 

=cPC(r)+cPB(r), 

where n is the number density of electrons and equals 
2/ ao3 for a bcc lattice in terms of the lattice parameter 
ao, and we find 

(3.Sb) 

In obtaining Eq. (3.Sb) we have used the fact that 

. VI (l/r) = -4n-o(r). 

The equations of motion for an electron acting under 
the potential given in Eq. (3.1) are 

a<P 
-~I=Muzl=L cP."FulIl', (x=x, y, z). (3.6) 

aUz I' 
y 

If we assume solutions of the form 

Uzl(k)=uz(O) exp[iwt-ik·rl], 

Eq. (3.6) becomes 

-W2Uz(O) = 7{~ L: cPZI/ll' exp[ik· (rLrl')] }UI/O, 

(3.7) 

= - L: DZ/I(k)u1IO, (3.8) 
11 

where the DZ/I(k) are obtained from Eqs. (3.8) and 
(3.5) as 

4n-ne2 e2 

Dz1I (k)=-;5zl/+- L' 
3M M I' 

[3xll'yll' - (rll')2ozlI][O"II- exp(ik. rll')] 
X . (3.9) 

(rll') 6 

We assume that the displacement components u x
1 

satisfy the Born-von Karman cyclic boundary condi­
tion, and this implies that the allowed values of the 
wave vector k are uniformly distributed throughout 
the first Brillouin zone with a density n/(21r)3, where n 
is the normalization volume for our lattice. It is con­
venient to define new matrix elements CzlI(k) such that 

CZII(k)=DzlI(k)-!Wp20"1I' (3.10) 

where Wp is the classical plasma frequency, 

The condition that the set of Eqs. (3.8) has a nontrivial 
solution is that the determinant of the coefficients 
vanishes. In the present notation this condition becomes 

(3.11) 
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It is immediately obvious that TrC=O for all k, by 
Laplace's equation, so we obtain the sum rule pre­
viously derived by Kohn,10 

3 

recurrence relation: 

Thus the first five S .. are 

L: wl(k) =wp
2

• 

1-1 
(3.12) So=3, 

IV. CALCULATION OF THE MOMENTS OF THE 
FREQUENCY DISTRIBUTION FUNCTION 

In Sec. II we saw that the zero-point energy of our 
lattice can be expanded in terms of the even dimen­
sionless moments of the frequency distribution function, 
and that these moments are related to the traces of 
powers of the dynamical matrix D by 

In practice, however, it is more convenient to work with 
the matrix C(k) defined by Eq. (3.10). We must thus 
relate the moments U2n to the traces of powers of C(k). 
This we do as follows. We write 

3 

TrC"= L: L: }./'(k), (4.2) 
J-1 k 

where 
(4.3) 

The determinantal equation (3.11) can be expanded in 
the form 

(4.4) 

where the coefficients a, b, c are functions of k which are 
given explicitly by 

a= Cll+C22+C3S, 
b= CllC22+C22CS3+CsaCll-CI2C21 

-C23C32-C31C13, (4.5) 

c= CUC22C3S+2C12C2aCSI-CllC2aCS2 
-C22CSIClS-CSSC12C21' 

We now introduce a function S,,(k) by the relation 

where the }.i are the three roots of the secular equation 
for a given value of k. With the aid of known relationsll 

between the sums of powers of the roots of an algebraic 
equation and the coefficients in the equation, and Eq. 
(4.4), we find that the functions S .. satisfy the following 

lOW. Kohn (unpublished work); see R. Brout, Phys. Rev. 113, 
43 (1959) footnote reference 4. 

liE. P.'Adams Smithsonian Mathematical Formulae and Tables 
of Elliptic Functi~ns (The Smithsonian Institution, Washington, 
D. C., 1922). 

Sl=a=O, 

S2= a2- 2b= - 2b, 

Sa=a3-3ab+3c=3c, 

S.=a4-4a2b+4ac+2b2=2b2, 

(4.7) 

where we have used the fact that a vanishes as was 
indicated at the end of the preceding section. It is the 
simplification of the expressions for the S" expressed 
by the second column in Eq. (4.7) which prompted the 
use of the matrix C(k). With the aid of Eqs. (4.3) and 
(4.6), we can write S .. (k) as 

3 

S,,(k)=L:(w/-iwi)" 
i-I 

{ 
n(n-l) 1 

- '" W.2n_ ...... .2"-21.W 2+ W.2n-Lw " 
- .t... J ''''''J a p 2 J 9 1> 

i ! 

n(n-l)(n-2) 1 
-----w.2n-6--w 6 

J 27 p 31 

n(n-l) (n- 2)(n-3) 1 + w/n-8--wp 8 

4! 81 

n(n-1)(n-2)(n-3)(n-4) 

and if we now take the average value of S" over all 
wave vectors k, we obtain 

1 S .. (k) 
S,,=(S,,)=-L:-

3N k wl" 
1 n(n-l) 1 

= U2n - n-u2n-2+ --U2n-4 
3 2! 32 

n(n-l) (n- 2) 1 
--U2n-6 

3! 33 

n(n-l)(n-2) (n-3) 1 
+ --U2n-8 

4! 34 

n(n-l)(n-2)(n-3)(n-4) 1 
U2n-IO+'" • 

5! 36 
(4.8) 
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Therefore we can express the even moments U2" in 
terms of the S" by simple inversion of the Eqs. (4.8); 
thus, 

and so on. 

Uo=So, 

u2=iSo+S1, 

u4=tSo+fSl+S2, 

1 3 3 
U6 = -SO+-S1 +-S2+S3 

27 9 3 ' 

1 4 6 4 
us=-SO+-Sl+-S2+-Sa+S, 

81 27 9 3 ' 

(4.9) 

The first nontrivial summation is that for S2. From 
Eqs. (4.8), (4.9), and (3.9), we have 

2 
S2= ---L[3CuC22-3C12C21] 

3Nwp' k 

2·3·e' 
---L: L' 
3Nwp'M2 k rl.r", 

[(3xf-rI2) (3ym2-rm2)- 9XIYIXmYm] 
X-----------------------

rz6rmo 

We first perform the summation over all wave vectors 
and use the result that 

Lk exp(ik'r)=Nor,o; (4.11) 

thus the number of summations over the lattice vectors 
is reduced by unity, and we obtain the simple sum 

(4.12) 

This sum is tabulated by Misra12 and Ingham and 
Jones13 and has the value 0.45383(2/a()6 for the bcc 
lattice; therefore, 

(4.13) 

The succeeding S" become increasingly difficult to 
evaluate: S3 involves a double sum over all lattice 
vectors and S4 a triple sum, after the summation over 
wave vectors has been carried out (see Appendix B). 

The values we obtain for the S" are 

ss= 7.3542X 10-3, S,=1.6630X1Q-3. (4.14) 

The values of the U2n and the "'2 .. defined in Eqs. (4.9) 

a R. D. Misra, Proc. Cambridge Phil. Soc. 36, 173 (1940). 
13 A. E. Ingham and J. E. Jones, Proc. Roy. Soc. (London) 107, 

636 (1925). 

and (2.11), respectively, become 

Uo= 1.000000 '00= 1.000000 

U2 = 0.333333 "'2=0.666667 

u4=0.203076 

u6=0.136356 

us=0.109816 

"'4=0.536409 (4.15) 

"'6=0.472872 

"'8=0.449514. 

We substitute these values of the "'2" into Eq. (2.12) 
and obtain the contribution to the zero-point energy 
per electron from the first five moments: 

Eo/N = lliwp (O.552503). (4.16) 

The contribution to Eo/N from the remaining terms 
in the expansion is given by Eq. (2.16), viz., 

/lE() = 3~p{ 1 C2 

N 2 4 (2k-l) (2k+ 1) 

2 (2k-l) (2k+ 1) (2k+3) 

15 . C6 } 

8 (2k-l)(2k+ 1)(2k+3)(2k+5) . (4.17) 

Values of C2 and C4 were obtained by substituting the 
values given in Eq. (4.15) for "'6 and "'s into Eq. (2.15), 
and we find that 

c2=27.892, C4= -68.136. (4.18) 

The extrapolated value of the zero-point energy is 

Eo/N= !liwp {O.5085)=2.642/r.1 ry. (4.19) 

A more accurate value of C2 is calculated in Appendix 
C: 

(4.20) 

With this result and the values of V6 and V8 given by 
Eq. (4.15), we find for the coefficients C4 and C6 the 
values 

C4= -86.264, c6=27.192. (4.21) 

The extrapolated value of Eo/ N obtained using these 
C2n is 

Eo/N = ~liwp(0.5077) = 2.638/r,' ry. (4.22) 

These results are in good agreement with Carr's result 
I ' 2.66/r. ry. 

V. STABILITY OF THE ELECTRON LATTICE 

The success of Lindemann's melting formulal4 when 
applied to ordinary solids led us to use the formula to 
find a criterion for the stability of the electron lattice. 
Lindemann stated that melting occurs when the mean 
amplitude of vibration of a particle about its lattice 
position is greater than some fraction I) of the inter-

14 F. A. Lindemann, Physik. Z. 11, 609 (1910). 
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particle spacing. The mean amplitude of vibration is 
determined as follows. 

We expand the a component of the displacement 
of the lth electron in terms of the normal coordinates 
of the lattice 

1 
U"l=_- L Qj(k)e,,/(k) exp(ik· rl), (5.1) 

(NM)t k.i 

where the {e,i(k)} are the components of the eigen­
vectors of the matrix [D"'II{k)J. Since every lattice 
point is equivalent to every other one when the cyclic 
boundary condition is assumed, and since the displace­
ment components are real, we have the identity 

1 
= L: - L: Q;(k)Q;,*(k)e" *i' (k)e,,J(k) , (5.2) 

a NM k,j,j' 

so that 
1 

(u2)=-L QJ(k)Q/(k). (5.3) 
NMk,j 

In evaluating the thermal average of (u2), we thus 
require the thermal average of Qj(k)Q/(k). This is the 
well-known expression 

(Qj(k)Q/(k»th= [n/2wj(k)] coth[nwj(k)/2kT], (5.4) 

and the mean square displacement at temperature T 
is therefore given by 

1 h 1 1twj(k) 
(U2)av=- - L: - coth--. (5.5) 

NM 2 k,iwj(k) 2kT 

In terms of the frequency distribution function this 
result becomes 

3h f"'P g(w) ( 1tw ) (U2)av=- - coth - rkJ. 
2M 0 W 2kT 

In the limit as T ~ 0, we obtain 

3h l wp g(w) 
(u2)av=- -rkJ 

2M 0 W 

3h 
=---U-l 

2Mwp 

3h [ 1 3 5 35 ] 
=-- VO+-V2+-V.+-'Ve+-vs+··· . 

2Mwp 2 8 16 128 

Lindemann's criterion can be stated as 

(5.6) 

(5.7a) 

(5.7b) 

(5,8) 

where TG is the mean particle spacing. For the bcc 
lattice To is VJao/2. On using the values of V2n given 
in Eq. (4.15), we obtain the critical value of T., 

T.= 0.40540-4 

= 6.4857 
= 103.771 

for o=!, 
for o=~. 

(5.9) 

Correction terms to the expansion in Eq. (5.7) in terms 
of C2, C4, ••• can be obtained in just the same way as 
was used in Sec. II. However, in view of the arbitrari­
ness in the choice of 0, a higher degree of accuracy than 
is represented by Eq. (5.7) seemed pointless. 

The value r.",20 given by Nozieres and Pinesl
!; for 

0= l is calculated on the assumption that only longi­
tudinal plasmons can contribute to the lattice vibra­
tions, and certainly is an overestimate of the stability 
of the lattice, as they expect. However, the real problem 
in this calculation is the choice of a reasonable value 
for o. 

Finally, the fact that the electrons in a compensating 
uniform background of positive charge crystallize into 
a lattice at some critical value of the number density 
suggests that in the absence of detailed knowledge' 
regarding the nature of this phase transition, the extra­
polation of the low density result for the correlation 
energy to the region of metallic densities, at least by 
any simple procedure, is likely to be in error. 

APPENDIX A 

In order to make this paper self-contained, we present 
an "elementary" calculation of the potential energy of 
an electron lattice for each of the three primitive cubic­
lattice structures. It is elementary in that Ewald's 
generalized theta-function transformation16 is not 
employed. 

For each of the lattice structures the potential energy 
of interaction of a single electron with all other electrons 
and with the uniform background of positive charge is 
given by 

where 

U2=- ne2fff dxdydz 
(x2+r+z2i 

(0) 

(Al) 

(A2) 

(A3) 

The prime on the summation in Eq. (A2) means that 
the point x!=Y!=ZI=O is excluded. n is the number 
density of electrons, and n is the normalization volume 
for our lattices. 

We consider the sum U 1 first. The vector Xl= (Xl YJ Zl) 
takes the following forms for the three primitive ~ubic 

15 P. Nozieres and D. Pines, Phys. Rev. Ill, 442 (1958). 
16 P. P. Ewald, Ann. Physik 64, 253 (1921). 
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lattices: 

sc: XI= ao(lt,12,ls) II, 12, Is unrestricted integers, 

fcc: XI = (ao/2) (ll,12,ls) 
11+12+1s=even integers, (A4) 

bee: XI= (ao/2) (1 1,/2,13) 11,12, Is all even or all odd. 

With the aid of the relation 

1 1 Loo 

-=-- tk- 1e-z1dt (AS) 

In terms of the auxiliary integrals12 

Eq. (A7) can be written as 

401 

(A9) 

Zk r(k) 0 ' 

we rewrite Eq. (A2) as 
In the sum U 12 we interchange the order of sum­

mation and integration and remove the restriction on 
the sum to obtain 

where r is 1 for the sc lattice and 2 for the fcc and bee 
lattices. We now break up the range of integration into 
two parts (O,~) and (~, ao), where the choice of ~ will 
be deferred to a later point in the calculations. Thus 
we define 

re2f' (~)te2 =-- t-1u(t)dt-2!; - -, 
7r1 ao 0 7r ao 

where we have put 

u(t)= L exp[ - (112+122+1s2)t]. 
It!2la 

(All) 

(A12) 

(AS) For the three lattice types, (J(t) takes the following 
forms12 : 

00 

sc: U(t)=L exp[-(112+1l+132)tJ={L exp(-12t))8, (A13a) 
1112!3 l~oo 

00 00 00 

fcc: u(t) = 2: exp[ - (112+122+132)tJ= { L exp( -412t) )3+3 L exp( -412t){ L: exp[ -4(1-t)2tJP, (A13b) 
11121, l~oo l~oo 1=-00 

It +1. +10 even 
00 00 

bee: (J(t)= L exp[-(112+122+1l)tJ={L exp(-4l2tW+{L exp[-4(1-t)2tJ)8. (A13c) 
Itl,), l~oo l~oo 

all even, all odd 

However, we employ the following transformations17 : 

00 (7r)! CL) (r ) L: exp(-12t)= - L exp --12 , 
l~oo t l~oo t 

(A14a) 

:E eXp[-4(1-t)2tJ=~(~)! -E (-1)1 exp(_7r
2
l2) , 

I~oo 2 t l~oo 4t 
(A14b) 

and the auxiliary integrals cJ>n(X) to rewrite U 12 as 

sc: U 12 = _2(~)i ~+~~ L:' cJ>o[7r
2 

(112+122+1s2)]+7re2 i' dt, 
7r ao ~ ao ltl213 ~ ao 0 t2 

(A1Sa) 

fcc: U12=_4(~)t e
2 

+2~e2[4ct>o(3r)+3q,o('/I"2)+6q,o(2r)+ .. ']+~i'dt, (A1Sb) 
7r ao ~ ao 4E E E ao 0 t2 

bee: U12= _4(~)t e
2 

+ 37r ~[2cJ>o('/I"2)+cJ>o(r)+4ct>o(~7r2)+2cJ>o(2r)+ ... ]+~ e2f' dt. (A1Sc) 
'/I" ao E ao 2E E E E 2 ao 0 f2 

~---

17 E. Whittaker and G. N. Watson, Modern Analysis (Cambridge University Press, New York, 1952), 4th ed., p. 474. 
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The parameter E is now chosen so as to ensure equal 
rates of convergence in the two sums Ull and U12• Since 
for large x 

in the present case the following choices were made: 

We now turn to the energy U2. The number density 
n in each of the three cases is 

sc: n= 1/ao3
, 

fcc: n=4/ao3, (A17) 

bee: n=2/ao3• 

We must evaluate U2 in the same representation that 
we used for U 1 in order that the divergence which occurs 
in the evaluation of U12, Eq. (A15), be canceled by a 
corresponding divergence in U h as is required by the 
charge neutrality of our system. To this end we make 

e2 

a change of variables, 

Xj= (ao/r)uj, 

and rewrite Eq. (A.3) as 

(A18) 

Having made this transformation we now extend the 
limits of the integrals over u, v, w to ± 00. We inter­
change the order of integration and find 

U2=-ne211'(;oY iao~. (A19) 

Combining Uu, U12, and U2, and substituting the values 
of rand E which are given by Eq. (A16), we obtain 

U •• =-[<x/q (11') + 124>-i (211') +8c/q (311')+6cp-i (41r) + ... J 
ao 

(A20a) 

(A20b) 
ao 

e2 
ao 

Ub •• =v'2-[&!q (311'/2) +6cp-i (211') + 124>-i (41r) + ... ] 
ao 

e2 e2 
+6-[24>0 (11') +4>0 (211') +#0 (311') + 24>0 (41r) + .. , J- (2v'2+1)-. (A20c) 

ao ao 

Tables of 4>,,(x) have been prepared by Misra12 and by 
Born and Misra.1s With the aid of these the sums are 
readily evaluated, and we finally obtain 

U .. = - (2e2/ao)(1.4186488) 
= -2(1.7601188) (1/1',) ry, 

Ufcc = - (2e2/ao)(2.2924378) 
=-2(1.791753)(1/1',) ry, (A21) 

U bcc= - (2e2/ ao) (1.819620) 
=-2(1.791860)(1/1'.) ry. 

These values represent the interaction energy of each 
electron with its surroundings. The potential energy per 
electron is half of this interaction energy. 

18 M. Born and R. D. Misra, Proc. Cambridge Phil. Soc. 36, 
466 (1940). 

APPENDIX B 

From Eqs. (4.5), (4.7), (4.8), and (3.9), we have 

1 3c 
S3=-L-

3N k wp
6 

1 
=--L[CUC2£3S+2Cl£23C31-3CuC232] 

NWp6 k 

e6 N 
=----- L' [(3xz2-rr)(3Ym2-rm2)(3zn2-rn2) 

NM'd wp
6 rl.r ... r .. 

+ 2· 38xzYzYmZmZnxn -38 (3xr- rz2)YmZmYnz .. J 
1 

= (e6/M8wp6) (2/ao)9 :E 
=L;/r, 

X Orl+r .. +r •. O 
1',6,.".6,.,,6 

(Bl) 
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where L is the sum in Eq. (B 1) evaluated for the values 
of Dz from (3)i to (27)1, and for Dm from (3)i to (20)i; 
Dj is a vector with integer components which are all 
even or all odd [see Appendix A, Eq. (A4)J. We obtain 
the value 

L= 228.02 X lO-a. 

Hence 

Sa=7.3542X10-a. (B2) 

Similarly, we have 

where 

X (3YnLrn2)(3Yp2-rp2)+2(3xz2-rz2) 

X (3Ym2-rm2) (3Yn2-rn2) (3zp2-ri) 

+32[32XzY1XmYm - 2 (3xz2-rz2) (3Ym2- r m2) J 

X [XnYnXpYp+YnZnYpZp+Z"xnZpXpJ} 

X Orl +rm +rn +r". 0/ rlr m 6r n 6r p 6 

=3 (e2/M)W(2/ao)12. L, 

where, in this case, 

8 8 8 

L= L L L =80.998XIo--a• 
nll =3 n".1 =3 np

2 =3 

Therefore, we obtain 

S4= (2/1r")L 
= 1.663 X 10-a. (B4) 

APPENDIX C 

We have remarked in Sec. II that it is a general 
result for three-dimensional lattices that the low­
frequency expansion of the frequency distribution 
functionf(x) has the form 

Here we obtain an accurate value of the coefficient C2 

for our model. 
We begin by writing down the small k expansions of 

the elements DXfI(k) of the 3X3 dynamical matrix 

defined by Eq. (3.9)19: 

(C2) 

The secular equation has been solved along six direc­
tions in k space, viz., the [100J, [110J, [111J, [210J, 
[211J, [221J directions. The results are as follows 
(x=w/wp, ,,),=aNl61r): 

[l00J: 

[110J: 

[l11J: 

[210J: 

[211J: 

[221J: 

x2=")'(0.742)k2 (twice) 
= 1-")'(1.486)k2; 

x2=")'(0.742)k2 
= ")'(0.099)k2 
= 1-,,),(0.843)k2; 

x2=,,),(O.313)k2 (twice) 
= 1-,,),(0.629)k2; 

x2=")'(O.742)k2 
= ")'(0.363)k2 
= 1-,,),(1.107)k2; 

x2=,,),(0.528)k2 
= ,,),(0.351)k2 
= 1-,,),(O.880)k2; 

x2=,,),(O.528)k2 
= ")'(0. 170)k2 
= 1-")'(0.700)k2. 

(C3a) 

(C3b) 

(C3c) 

(C3d) 

(C3e) 

(C3f) 

Only the two acoustic branches contribute to the low­
frequency end of the frequency spectrum. The disper­
sion relations for these two branches can dearly be 
written as 

(C4) 

It is well known20 that the distribution function for the 
squares of the normal. mode frequencies in a given 
branch is given by 

1 Joo Gj (w2
) =- exp( -ia!JJ2)J;(a)da, (C5) 

211' -00 

19 M. H. Cohen and F. Keffer, Phys. Rev. 99, 1128 (1955). 
1IO A. A. Maradudin and G. H. Weiss, Nuovo cimento 15 408 

(1960). ' 
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where 
h(a)=E{exp(Uxw;)} 

1 
=- L: eia"'j2(k) 

3N k 

=~ ~ fffeia.,j2(k)d3k. (C6) 
3N (2?r)3 

The integration in Eq. (C6) is carried out throughout 
the first Brillouin zone. The normalization volume 0 is 
given by 

(C7) 

The small w2 behavior of Gj (w2) is determined by the 
large I a I behavior of h(a). If we substitute Eq. (C4) 
into Eq. (C6), we can extend the integration throughout 
all space with little error, since there is only one mini­
mum in each Brillouin zone, to find the leading term in 
the large lal expansion ofh(a): 

VlI j 1-i sgna 
=-------

6?rw p
3 lal! 

(C8) 

where 
f"i2.- sinOdOd4> 

I
j
= Jo 0 [Cj(O,c/»i 

(C9) 

If we substitute Eq. (C8) back into Eq. (C5), we 
obtain21 

and since gj(w) = 2wGj (w2), we have 

gj(w)=(4/ j /3?r1wp3)w2 w2~0. (Cll) 

By introducing fj(x) = wpg(WpX) , we finally obtain 

fj(x)",(4I j /3?rt)x2. (C12) 

The coefficient C2 is therefore given by 

(C13) 

21 M. J. Lighthill, Fourier Analysis and Generalized Functions 
(Cambridge University Press, New York, 1958), p. 43. 

To evaluate II and 12 we have used Houston's22 
method as developed by Betts, Bhatia, and Wyman.23 

They obtain the result that if we have an integral of the 
form 

f 
.. (2.-

1= In F(O,cp) sinOd(}d4>, 
o 0 

(C14) 

where F(O,cp) has cubic symmetry and is known only 
along the six special directions, [100J, [110J, [l11J, 
[210J, [211J, [221J, which we denote by A, B, C, D, 
E, and F, respectively, the most accurate value of I 
obtainable from these data is 

4?r 
I {117603F A + 76544F B+ 17496F c 

1081080 

+381250Fn+311040FE +177147Fp }. (CIS) 

With the aid of this result and Eqs. (C3) and (C9). 
we evaluated (11+12) with the result that 

so that 
(C16) 

(C17) 

With a value for C2 we can obtain the low-tempera­
ture specific heat of the electron lattice. The specific­
heat per electron can be written as 

C" f"'P (1iw/2kT)2 
-=3k g(w)dw, 
N 0 sinh2(1iw/2kT) 

so that 

where we have put E>=hwp/k. If we substitute the 
values of C2 and the fundamental constants into Eq. 
(C18) we obtain finally in the low-temperature limit 

C,,/N = 56.21kr.9/2(kT)ry3. (C19). 
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Certain problems of fluid dynamics are conveniently discussed in the Lagrangian description by means 
of the displacement-vector function. The Eulerian variables describing the motion may be obtained from 
the displacement-vector function by a generalization of the Lagrange expansion which is here established. 
Two examples of the application of this expansion are given; the derivation of the Fokker-Planck equation, 
and the description of the surface conditions of a rippling electron stream by the device of equivalent sur­
face charges. 

1. INTRODUCTION 

I N problems concerned with the dynamics of dis­
tributions of particles, such as the theories of elec­

tron tubes and of electron-ion plasmasl and some as­
pects of the theory of neutral gases, it is convenient to 
study perturbations of the particle distribution by 
means of a displacement vector rather than by the 
associated variation of the Eulerian variables p(x,t), etc. 
Thus we assume that in the perturbed state of the sys­
tem, the particle which was at point Xr at time t is now 
to be found at point Xr+~r(X,t) at the same time t. We 
here assume that the particles constitute a single 
stream, but one may take account of multistream sys­
tems by introducing a further parameter into ~r(X,t). 

The advantage of this formalism is that it readily 
lends itself to the application of particle dynamics in 
Lagrangian or Hamiltonian form.2 We note that in 
this picture the single vector ~r(X,t) replaces the scalar 
p(X,t) , the particle density, and the current density 
jr(X,t), which are related by the continuity equation. 
However, although the displacement vector is con­
venient for dynamical calculations, it is necessary to 
have some method for determining the Eulerian vari­
ables from the displacement-vector function. This com­
munication deals with this problem. 

We begin by considering a one-dimensional problem. 
We are given the perturbation of a linear array of par­
ticles by means of the displacement-vector function, 
and wish to evaluate the density in the perturbed state. 
We find the answer to this problem to be given by the 
familiar Lagrange expansion.3 

We next consider the more general question posed by 
relaxing the restriction that the system be one-dimen­
sional, and by seeking formulas for other Eulerian 
quantities such as the current density. These questions 
are answered by similar expansions, which it is natural 
to regard as generalizations of the original expansion, 
although this generalization is not possible in the form 
in which the expansion is usually given. 

* The research reported in this paper has been sponsored by the 
Electronics Research Directorate of the Air Force Cambridge 
Research Center, Air Research and Development Command. 

1 P. A. Sturrock, Phys .. Rev. 117, 1426 (1960). 
2 P. A. Sturrock, Ann. Phys. 4, 306 (1958). 
3 E. T. Whittaker and G. N. Watson, Modern Analysis (Cam­

bridge University Press, New York, 1952), 4th ed., p. 132. 

We consider two simple examples of the application 
of this expansion: the derivation of the Fokker-Planck 
equation4 and the problem of representing perturbations 
of a finite electron beam by surface charges and surface 
currents.!; We show in an appendix how our formulas 
may be derived by the methods of gas dynamics. 

2. ONE-DIMENSIONAL PROBLEM 

The familiar statement of the Lagrange expansion is 
the following: Let x and Xo be related by the equation 

(2.1) 

then Xo is implicitly defined as a function of x. Any 
function of Xo, F(xo), should therefore be expressible in 
terms of X and the functions Hx), F(x). The appro­
priate relation is 

'" X' d' {dF(X) } 
F(xo(x»=F(x)+L: (-)._- --~'(x) . 

v=O p! dx' dx 
(2.2) 

Let us now consider the problem of the perturbation 
of a linear continuous distribution of particles, initially 
of density p(x). We suppose that under the perturbation 
the particle initially at Xo is transferred to the point x 
as given by (2.1). We wish to determine the density of 
the perturbed system p(x). 

For this purpose, it is convenient to introduce the 
cumulative measure function defined as the number or 
"weight" of particles to the left of a given point 

F(x) = f "p(x')dx', F(x) = f '" p(x')dx'. (2.3) 
--tJO --00 

We now see that 
F(x)=F[xo(x)], (2.4) 

if we assume, here and throughout, that A is not so 
large that "crossover" occurs. We also note that 

p(x)=dF(x)/dx, p(x)=dF(x)/dx. (2.5) 

The relation we seek may now be obtained by dif-

4 S. Chandrasekhar, Revs. Modem Phys. 15,31 (1943). 
6 E. L. Chu, J. Appl. Phys. 31, 381 (1960). 
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ferentiating (2.2), which leads finally to the expansion 
GO ;\' d" 

p(x)=I; (-)v--{p(x)~"(x)} 
.-1 II! dx" 

(2.6) a 

or, more explicitly, 

p(x) = p(x)->.(d/dx)(P(x)~(x)J 

+!X2(tfJ/dx2)[p(X)~2(X)J-' . '. (2.7) 

Equation (2.6) is equivalent to the Lagrange expansion 
(2.2), but we shall see that (2.6) can be generalized to 
n dimensions, whereas (2.2) apparently cannot. 

3. GENERALIZATIONS OF THE LAGRANGE 
EXPANSION 

Now reconsider the problem of evaluating the density 
of a distribution of particles consequent upon displace­
ment of these particles, but consider space of a higher 
number of dimensions by replacing the single variable 
x by a vector with coordinates x, where, for definiteness, 
we assume that r takes the values of 1, 2, 3. The sum­
mation convention will be used. 

We introduce the Fourier transform of the density 
function p(x) defined by 

p(x)= f tJ3xe ik,z'PF(k), (3.1) 

PF(k)= (2~rf tJ3u-ik,zrp(x). (3.2) 
We now consider Eq. (3.2) as it applies to the perturbed 
state, and note that the integration over p(x)tJ3x is 
simply a counting of particles, and so may equally well 
be replaced by integration over p(xo)tJ3xo. Hence, we see 
from (2.1) and (3.2) that 

PF(k)=(2~rf tJ3xop(xo) 

Xexp{ -ik,[xo.,+X~,(xo)J}. (3.3) 

We now insert (3.3) into (3.1), expanding one of the 
exponentials, to obtain 

p(x)= (2~rf tJ3x'p(x') f tJ3k 

GO x" 
Xexp[ik,(x,-x/)] L: (-i)v-{k,~,(x'»·. (3.4) 

...0 II! 

The k integration may be expressed in terms of 0 func­
tions as follows: 

f [ ao3(x-x') 
p(x)= tJ3x'p(x') 03(X_X')-X~,(x')--­

ax, 

X2 a263(X-X')] 
+-~,(x')~.(x') . ", (3.5) 

2! ax,ox. 

p(x) =p(x)-X-{p(x)Mx)} 
ax, 

X2 X2 
+- --(p(x)~,(x)~.(x)} - .. '. (3.6) 

2! ax,ox. 

This represents a generalization of the Lagrange 
expansion. 

Since the density of the perturbed system may be 
expressed by the expansion (3.6), we should expect that 
other Eulerian quantities, such as current density, 
energy density, etc., may be expressed in a similar 
fashion. Let us consider the quantity 4» (x,t) , which may 
be a vector or tensor, and suppose that it is expressible 
as 

4» = P'/I(v,) , (3.7) 

in which p(x,t) and v,(x,t) are known for the unper­
turbed system. On perturbation, the particle which was 
at x, at time t is now at Xr+~r(X,t) at time t (here and 
henceforth we dispense with the parameter X), and has 
velocity v,+(a~,/at)+v.(a~,/ax.). Hence the Fourier 
transform of 4» is given by the expression formed from 
(3.3) by replacing p by P'/I, the argument of I/; being the 
perturbed velocity. Hence we obtain, in place of (3.6), 
the expansion 

_ (a~ a~) 4»(x,t)=p(x)1/; v,+-+v.-
at ax. 

a { (a~, a~,) } -- p(x)1/; v,+-+v.- ~u(x) + .... 
ax" at ax. 

(3.8) 

As a particular example, consider the current density j" 
for which I/;(v,)=v,. The appropriate expansion "is seen 
to be 

( a~, a~.) 
j,(x,t)=p(x) v,+-+v.-

at ax, 

a { ( a~, a~,) } -- p(x) v,+-+v.- ~u(x) + .... 
ax.. at ax. 

(3.9) 

4. FOKKER-PLANCK EQUATION6 

Consider an assembly of particles, with a range of 
"thermal" velocities, acted upon by "external" forces 
and by random microforces such as those which give 
rise to interparticle small-angle collisions. We represent 
the distribution by the function f(x,v,t) in the usual 
way. We now suppose that at time t+At the particle 
which at time t had position x, and velocity fI, is found 
to have position x,+Ax, and velocity v,+Av,.' Then 
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we see from (3.6) that 

i} i} 
J(x,v, t+At)= J--(jAxr)--(jAvr) 

i}x, oV r 

1 02 02 

+- --(jAxrAx,)+--(jAxrAv.) 
2 i}xrax. iJxriJv. 

1 a2 

+- --(jAv,Av.)-· . " (4.1) 
2 (lvriJv. 

wherein all quantities on the right-hand side are evalu­
ated at time t. 

We now suppose that At may be chosen small enough 
for the change in the macroscopic quantities such as 
the external forces and J itself to be small, yet large 
enough for a large number of small-angle collisions to 
take place in this period. Then we may write 

J(x,v, t+At)-J(x,v,t) = (aJ/at)·At, .Axr=v,..At. (4.2) 

The change in the velocity may be written as the sum 
<>f two contributions, AFVr caused by external forces and 
.Acv, caused by collisions. Then 

(4.3) 

according to our assumptions concerning At, where 
F,(x,v,t) is the external force. In dealing with the 
collision term, we consider averages over a large number 
<>f collisions. Then both Aovr and AcVrAcv. will give 
contributions linear in At, whereas higher-order products 
will tend to zero more rapidly than At as At is diminished, 
subject always to the restriction that At is long com­
pared with the collision interval. In this sense, we may 
write 

<AoVr) -'> (avr) , <AcvrAcV,) -'> <avrCv,) , 
At at c At at c 

as "At -J. 0." (4.4) 

The corresponding limit of higher-order products is zero. 
On combining the foregoing equations, we find that 

(4.1) may be written as 

oj aj a (Fr ) -+Vr-+- -J 
iit aXr iJvr m 

a (av,) ) 1 8
2 

(ovrCv') ) --- - j +-- - J 
- aV r at c 2 avrCv. iJt c ' 

(4.5) 

where we adopt the conventional arrangement of 
grouping collisions on the right-hand side. Note that 
the acceleration term on the left-hand side is in the 
form appropriate to velocity-dependent forces. 

5. SURFACE CHARGE AND DIPOLE LAYERS 
OF RIPPLED BEAMS 

A problem which has received some attention of late 
and which may be conveniently handled by means of 
the Lagrange expansion is that of determining the 
equivalent surface charges to ascribe to a rippling beam 
with a sharp boundary.6 We shall discuss only the charge 
density, but the current density and other quantities 
could be evaluated similarly. The problem which we 
have to solve is that of handling the discontinuity repre­
sented by the edge of the beam. For this purpose, it is 
convenient to introduce the step function defined by 

o (a) =0, a<O, 
=1, a>O, 

(5.1) 

and the function N(x) which denotes the normal dis­
tance from the point x to the surface of the beam, 
counted positive if the point is outside the beam and 
negative if the point is inside the beam. We may now 
write the unperturbed density p(x) of the beam as 

p(x) = Po (x)O[ -N(x)], (5.2) 

wherein po(x) may be taken to be a well-behaved func­
tion, the discontinuity being represented by the func­
tion O[ -N(x)] which is unity for interior points and 
zero for exterior points. We note that 

(5.3) 

where n, is the outward normal vector. Since n,2= 1, 
we also see that 

n.(iJn./iJxr)=O or n.(iJn,jiJx.)=O, (5.4) 

so that iJn,/iJx. may be evaluated from knowledge of 
the normal-vector field at the boundary surface itself. 

We may now apply the Lagrange expansion (3.6). 
Upon noting that 

(iJjax,)O(-N)=-n,o(N), (5.5) 
and 

(02/8xrCx.)O(- N)= - (anr/ax.)a(N)-nrnll(N), (5.6) 

we see that 

ji(x) = jiv(x)O( -N)+1T(x)o(N)-i(x)a'(N)+"', (5.7) 

where 

jiv (x) =po- (ajiJxr)(Po~r) 

+Ha2/i1xriJx.) (PO~r~.)+· . " (5.8) 

<rex) = ponr~r-nT(ajaX.) (pO~r~.) 
-Hanr/ax.)po~~.+···, (5.9) 

and 
i(x) = !ponrn.~r~.+· . " (5.10) 

to second order in the displacement. Formulas (5.9) 
and (5.10) are to be evaluated at the bounding surface. 
We see from the form of (5.7) that pv(x) represents the 
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perturbed space-charge density inside the beam, iT(x) 
represents the surface-charge density, and ;rex) repre­
sents the surface-dipole layer. 

6, DISCUSSION 

The generalization of the Lagrange expansion which 
was established in Sec. 3 is useful in relating the 
Lagrangian and Eulerian descriptions of the motion of 
a fluid or assembly of particles. The transition from 
Lagrangian to Eulerian variables may be desired for 
the purpose of interpreting mathematical results. It 
may also be necessary if an Eulerian description is re­
quired for one part of the problem, whereas a Lagrangian 
description is convenient for another part. Problems 
concerning electron beams and plasmas are of this 
category, since it is convenient to discuss the motion 
of particles by Lagrangian variables whereas the equa­
tions of the electromagnetic field require the Eulerian 
formulation. In this connection, however, we may note 
that the complete problem may be described by an 
action principle which makes it unnecessary to intro­
duce the Eulerian description of the particle motion.2 

The conditions for validity of our generalized forms 
of the Lagrange expansion have not been investigated. 
It may be possible to examine the series for convergence 
in particular examples. However, we have seen in Sec. 5 
that the expansion is informative even when it is not 
convergent. Such applications of the expansion are sub­
ject to the usual restrictions applied to the calculus of 
the Dirac delta function. 

APPENDIX. DERIVATION OF THE LAGRANGE 
EXPANSION FROM GAS KINETICS 

The Lagrange expansion (3.6), which we derived by 
Fourier-transform theory, may also be established by 
arguments of gas kinetics. In place of (2.1), let us now 
write 

Xr-T Xr(X,t)=Xr+t~r(X), (A.1) 

where we shall interpret t as time. Under this perturba­
tion, the initial density p(x) becomes p(x,t), which we 
shall expand as 

<Xl 1 
p= 'E -t'P.· 

y=(j v! 
By Taylor's theorem, 

P.=iJ'p/iW (t=O). 

(A.2) 

(A.3) 

We see from (A.1) that the velocity of any particle 
of the fluid is constant, being given by t,(x) evaluated 
for the position occupi~ by the particle at t=O. Hence 
we obtain the sequence of conservation relations 

(a/at) (w)+ (a/ax,) (W'V r) =0, (A.4) 

where 1/;= 1, va, V,Vt, v.'VtV", .... From this equation, we 
may readily prove by induction that 

a"p/iW= (- )"(O"jox,ox.· .. )(pvrvs' .• ). (A.S) 

On evaluating (A.S) at t=O, we see that 

P.= (- )·(o·/Ox,ox." . )(p~.~." .); (A.6) 

(A.2) and (A.6) yield once more the Lagrange expan­
sion (3.6). 
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Antiunitary operators are characterized in a manner similar to the characterization of unitary operators 
by their characteristic vectors and characteristic values. It is shown that a complete orthonormal set of 
vectors can be defined, some of which are invariant under the antiunitary operator. The rest of the vectors, 
which are always even in number, form pairs in such a way that the antiunitary operator transforms each 
member of a pair into a multiple of the other member of the same pair [Eq. (11)]. The extent to which the 
vectors of the orthonormal set are determined by the antiunitary operator is ascertained and the number 
of free parameters in the various cases of degeneracy found. 

1. 

ANTIUNITARY operators1 playa significant role 
in the theory of the invariance of quantum 

mechanical equations. The symmetry operators which 
involve the operation of time-inversion are antiunitary. 
The antiunitary operators are antilinear, Le., if 'P and 
1/1 are two vectors of the complex Hilbert space in 
which the antiunitary operator A is defined and if 
a and b are two complex numbers, 

(1) 

The asterisk denotes the conjugate complex. Further­
more, A changes the scalar product into its conjugate 
complex 

(2) 

Actually, (1) follows from (2) so that the latter equation 
can serve as the definition of the antiunitary nature 
of A. However, unless the Hilbert space has only a 
finite number of dimensions, it is also necessary to 
specify that A has an inverse. This is also antiunitary. 

If A is antiunitary, A2 defined by 

(3) 

is unitary. This follows directly from the defining 
Eqs. (1) and (2), and it is also clear that A2 has an 
inverse if A does. 

If A'Vk is given for all the members of a complete 
orthonormal set of vectors 'V1,V2,···, its antilinear 
property defines it for all vectors 'V=~ak'Vk: 

(4) 

Hence, the normal form of A will be obtained by 
specifying a complete set of orthonormal vectors 'Vk for 
which A'Vk has a particularly simple form. These vectors 
are the analogs of the characteristic vectors for unitary 

1 Some of the results of the present article can be obtained on the 
hasis of theorems derived by E. Cartan in his Lecons sur la 
G~omttrie Projective Complexe (Gauthier-Villars, Paris, 1931). I 
am much indebted to Professor S. Bochner for drawing my 
attention to the very profound investigations contained in this 
treatise, which deals with general linear and antilinear trans­
formations. However, the direct derivations, given in the text 
of the present paper, are hardly longer than the reinterpretation 
and amplification of Cartan's results (see particularly pp. 124-137) 
would have been. 

operators and will be, indeed, characteristic vectors of 
A2. However, this property does not define them 
completely. 

If 'V1,'V2,·· form a complete orthonormal set, 
A 'V1,A 'V2, . .. also form such a set. The orthonormal 
nature of the latter set follows directly from (2), the 
completeness from the existence of the inverse of A. 
If w were orthogonal to all AVk, then A-lw would be 
orthogonal to all Vk. 

We mention further for the sake of completeness, 
that if K is the operation of complex conjugation so 
that, in a particular coordinate system, 

(5) 

AK is unitary and it follows that every antiunitary 
operator can be written in the form 

A=UK, (6) 

where U is unitary. It follows from (6) that 

A2= UKUK= UU*K2= UU*, (7) 

where U* is the conjugate complex of U in the co­
ordinate system in which (5) is valid. Since C U* is 
equivalent to its conjugate complex 

UU*= UU*UU-1= U(UU*)*U-1, (8) 

its characteristic values are either real or pairwise 
conjugate complex. It follows that the square of an 
antiunitary operator is equivalent to a rotation. The 
last four equations will not be used explicitly. 

2. 

It will be assumed that the spectrum of A 2 = A is 
discrete. The complications which arise if A has a 
continuous spectrum are not serious, but their elimina­
tion is cumbersome. Let us consider then a characteristic 
vector of A: 

Av=A2v=wv. (9) 

Since A is unitary, I w I = 1. It then follows that A v is 
also a characteristic vector of A, 

AA'V=A2A'V=AA2'V=Aw'V=w*A'V, (10) 

409 
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and belongs to the characteristic value w*. Unless 
(d = 1 or w = -1, w¢w* and A v is orthogonal to v. 
Hence, if we choose an arbitrary orthonormal base, 
V",1,V",2,' ., among the characteristic vectors of (d, we 
can define, if w is complex, 

V.,*,k=wfAv""k or AV .. ,k= «di)*V .. *k (11) 

and the V", •• k will form a full base of orthonormal 
characteristic vectors to w*. The sign of the square 
root in (11) is best fixed in such a way that the 
imaginary part of wi shall have the same sign as the 
imaginary part of w. Then (w*)i= (w1)*. The purpose 
of the wi factor will become evident at once. 

Application of A to both sides of (11) gives 

(12) 

so that the choice of the characteristic vectors to w* 
made in (11) renders this equation valid also if w is 
replaced by w*. The V""k may be called characteristic 
vectors of A also.2 However, in contrast to the unitary 
case, the characteristic vectors of A to w also define 
the characteristic vectors of A to w* if we want (11) 
to hold. If one recalls that A is equivalent to a 
rotation it is not surprising that a certain amount of 
simplification results if a relation exists between the 
characteristic vectors of wand of w·. In the case of 
a rotation one would set V.,*,k=V."k*. 

Let us consider now a characteristic vector v to the 
characteristic value 1: 

Av=A2v=v. (13) 

It then follows from (10) that A v is also a characteristic 
vector to the characteristic value 1 and so is, unless it 
vaniShes, vu=c(v+Av); c is a real normalization 
constant. It follows from (13) that 

AVll=Ac(v+Av) =c(Av+v) =Vll, (14) 

so that Vn is invariant under A. If v= -Av we choose 
'iJl1=iv and have again 

AVll=Aiv= -iAV=iV=Vll' (15) 

Next we consider another characteristic vector Vi =Av' 
which is orthogonal to Vn: 

(vu,v') = O. (16) 

Because of (2) and (14), 

(vll,Av') = (A2V',A vll) = (AV',Vll)= (V',Vll) =0, (17) 

Av' will also be orthogonal to Vu. We can write there­
fore V12=c(v'+Av') or, if this vanishes, v12=iv', and 
this will still be orthogonal to Vll and also invariant 
under A. Proceeding in the same way, a full ortho­
normal base VU,V12,'" of characteristic vectors of A 

• The two vectors tI .. k and tlw*k form a plane in our Hilbert 
space. The line which corresponds to this plane in Cartan's 
projective space is the invariant line of the passage cited in foot­
note reference 1. 

to the characteristic value 1 can be found which are 
invariant under A, 

(18) 

The vectors which satisfy (18) can be called the 
invariant vectors of A. The procedure just used to 
ensure (18) is similar to the separation of real and 
imaginary parts of a number. 

Let us finally consider a characteristic vector of A 
to -1: 

(19) 

In this case again, because of (to), AV_n is also a 
characteristic value to -1. Furthermore, A'/La is 
orthogonal to '0_11 because of (2) and (19): 

('lLll,Av_u)= (A2V_ll,Av_ll) = - (v-u,Av-u). (20) 

Hence we can write 

V-1*1=iAv-11 fLll=i*Av-1*1= -iAv_l*l' (21) 

If A has further linearly independent characteristic 
vectors to -1, a normalized V-l2 can be found which 
is orthogonal to both V-11 and V-lOt. Furthermore, the 
same will be true of V_l*2=iA'LL12. Thus, for instance, 

(V-l*2,V-U) = (iAv-12,V_U) = -i(AV-ll,A 2V_ 12) 

= -i( -iV-l*1,-V-12) =0. (22) 

Hence, proceeding in the same way, one can find a full 
orthonormal base of characteristic vectors of A to -1, 

(23) 
for which 

V_l*k=iAv_lk V_lk=-iAv_l*k=i*A_1*k (24) 

holds. These equations are formally identical with the 
Eqs. (11) for complex characteristic values if one 
considers -1 to be two conjugate complex characteristic 
values -1 and -1 * of A, which happen to coincide. 
The V-lk belong to the characteristic value -1, the 
V-1*k to the characteristic value -1*. Equation (24) 
becomes a special case of (11) if one sets (-1)bi; 
(-I*)l=i*=-i. 

3. 

On summarizing the preceding results, we can 
characterize an antiunitary operator by two sets of 
vectors, which jointly form a complete orthonormal 
set, together with the characteristic values Wl,W1 *,W2, 

W2*,' •• belonging to the second set. These characteristic 
values are pairwise c~njugate complex, of modulus 1, 
but are not equal to 1. The first set of vectors are 
invariant under the antiunitary operator, i.e., (18) 
applies to them; (11) is valid for the members of the 
second set. The w may also be equal to -1, but this 
characteristic value always occurs in pairs and one 
member ofthe pairis denoted by -1, the other by -1 *. 

It will be shown now that any two sets of vectors 
Vik and V",k which jointly form a complete orthonormal 
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set, together with the corresponding w, give an anti­
unitary operator by means of (4), (11), and (18). In 
other words, the sets Vlk and VOlk are not subject to any 
further conditions except that there are just as many 
vectors bearing the index w as there are with the 
index w*. The number of vectors in the first set is arbi­
trary and so are the values of w except that w¢ 1, I w I = 1 
and they occur in conjugate complex pairs. 

In order to prove the preceding assertion we consider 
two vectors tp and", and expand them in terms of the 
orthonormal set 

tp=L akV1k+L b.,kV",k 
k ",k 

"'= L CkV1k+ L d",kVOlk. 
(25) 

k Olio 

A tp and A", are then given by 

Atp=L ak*vlk+L bOlk*(Wi)*vOl'k 
" ",k 

A",= L c,,*V1k+ L d .. k*(wt)*v",*". 
(26) 

" "'k 

Both conditions (1) and (2) of the antiunitary nature 
of A can be verified to be consequences of (26) and the 
orthonormality of the Vlk, VOlk, provided that 

(27) 

For w= -1, this last condition is spelled out explicitly 
in (23). As was mentioned before, (27) can most simply 
be assured for complex w by using that sign for wi for 
which the signs of the imaginary parts of wand of wi 
are the same. 

4. 

Evidently, the two sets Vlk, V",k and the corresponding 
w completely determine A. Conversely, A determines 
the number of vectors contained in the set vlk-this is 
the multiplicity of the characteristic value 1 of AL-and 
the value of the wand their multiplicities. However, 
the vectors v are not completely determined by A and 
the present section will be devoted to the determination 
of the freedom that remains in the choice of these 
vectors. 

Let us denote two other orthonormal sets which 
characterize the same antilinear operator by Wlk and 
W",k. Since the Wlk form a base for the characteristic 
functions to the characteristic value 1 of A = A 2, 

they are connected with the Vlk by a nonsingular 
transformation 

(28) 

In fact, it follows from the orthonormality of the Va 
and of the Wlk that, is unitary. This is, however, not 
the only condition on ,: If the vectors Wlk are to be 
invariant under A, i.e., if they satisfy (18), 

AWlk= L 'kl*Avu= L 'kl*VlI=Wlk, (29) 

the r"l must be real. Hence, two different invariant 
sets of vectors of the same antiunitary operator are 
related to each other by a rotation 

r=r* ,,'=r,t= 1. (30) 

The prime denotes the transpose, the dagger the 
Hermitian adjoint. 

For complex w, the sets WOlk and VOlk span the same 
linear manifold. Hence, we have 

(31) 

and it again follows from the orthonormality of the 
WOl and v'" that u(Ol) is unitary. By calculating AW",k 
again, we find 

Aw",,,= L Ukl(Ol)*AvOlI= L Ukl(Ol)*(w*)iv",*!, (32) 

so that if we want AW",k= (w*)iw",*" to remain valid, 
we must have 

(33) 

i.e., the unitary transformations which belong to 
conjugate complex characteristic value are conjugate 
complex. 

The preceding argument does not apply if w=-l. 
It is indeed clear that in this case the W-Ik may be 
linear combinations of the V-Ik and of the V-10k because 
all these belong to the characteristic value -1 of A. 
Hence we set 

W_Ik= L SkIV-lI+ L tkIV_IOI. (34) 

The condition (24) that W-l*k=iAw-lk now reads 

w_Io,,=iA (L SkIV_lI+ L tkIV-IOI) 
= L skz*iAv_u+ L tkl*iA V_I"Z 

= L -tkZ*V-lI+ L SkZ*V-I"Z. (35) 

Hence, the sets of vectors W_I and W_lO are obtained 
from the sets V_I, V_Io by the transformation 

. (36) 

This will guarantee that (24) is valid for the W-I, W-I" 

if it is valid for the V-I, V-I' because the second set of 
Eqs. (24) can be obtained from the first set by applying 
A to these. However, in order to make the W_I, W_I* an 
orthonormal set, the S of (36) must be unitary. The 
conditions for this are obtained by setting sst = 1 or, 
in terms of the submatrices sand t, 

(37) 

It is easy to see that if the conditions (37) are satisfied, 
S becomes a simplectic matrix, i.e., it leaves the form 

F=II_~ ~II (38) 
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invariant in the sense that 

SFS'=F. (39) 

It follows that the sets W_lk, W_l_k are obtained 
from the sets V-I!:, V-l*k by a unitary simplectic 
transformation. 

The calculation of the last paragraph shows that the 
role of vectors V",k, V.,_!; for w= -1 is quite different from 
the role of the vectors V",k, V",*k for complex w. The fact 
that the same Eq. (24) holds for w= -1 and for complex 
w is somewhat accidental. 

It may be well to note at this point that the equation 

Aw=l'W (40) 

with complex p does not imply that p is one of the w. 
In fact, (40) holds with W= (p!)*vlk and an arbitrary P. 

5. 

Lastly, we shall determine the number of free 
parameters in an antiunitary transformation which 
can be characterized by I invariant vectors; 2m vectors 
with the characteristic value -1; 2p different complex 
characteristic values with positive imaginary parts 
and their complex conjugates with multiplicities 
Clh, .. ',cp. These are then also the multiplicities of 
the corresponding conjugate complex characteristic 
values. Hence, 

where n is the number of dimensions of the underlying 
Hilbert space which will be assumed to be finite 
dimensional in the present section. 

The number of free parameters will be calculated by 
adding the free parameters necessary to characterize 
the complete orthonormal set Vlk, V",k and the w, and 
subtracting the number of parameters contained in the 
transformations which alter the v but leave A un­
changed. These were determined in the preceding 
section. 

A complete orthonormal set in n dimensions can be 
characterized by 2n-l+(2n-3)+·· ·+3+1=n2 pa­
rameters. The number of free parameters in the w is 
just p. Hence, n2+p parameters are necessary to 
characterize the v and the w. 

A rotation in the I-dimensional space of the V1k does 
not change A. The number of parameters of such 
a rotation is ti(I-I). Similarly, a 2m-dimensional 
unitary simplectic transformation remains free for the 
vectors V-u, "', V-1m, V-I.l, "', V_l*m. The number of 
parameters of such a transformation is m(2m+l). 
Finally an arbitrary unitary transformation of the 
vectors' V.,t, V.,2, '" leaves A also unchanged if the 
conjugate complex transformation is applied to t~e 
vectors V.,*I, V .. *2, •••• The number of parameters In 
such a transformation is just the square of the cor­
responding c. Hence, the total number of free parame-

ters in the anti unitary transformation is 

p 

p=n2+p-tl(I-1)-m(2m+l)-:E cr
2 

1 

p 

=n2-tl(I-1)-m(2m+l)-:E(cr
L l). (42) 

1 

For even n the number of parameters is just n2 if 
all the chara~teristic values are complex and simple. 
Two invariant vectors decrease the number of parame­
ters by 1, two characteristic values -1 by 3, if a 
complex characteristic value is doubly degenerate 
(the same then holds for the conjugate co:uplex 
characteristic value) the number of parameters IS also 
decreased by three. 

The number of free parameters is also n2 if n is .o~d 
and there are n-l simple complex characterlshc 
values and one invariant vector. Multiplicities among 
the complex characteristic values and the presence of 
a characteristic value -1 (which is always at least 
double) reduce the number of free parameters as in 
the case of even n. 

The fact that the number of parameters is n2 in the 
general case could have been inferred from the po~si­
bility of representing an antiunitary tra~sformatlOn 
in the form (6), i.e., as the product of a umtary trans­
formation and complex conjugation. The number of 
free parameters in an n-dimension~l unitary trans­
formation is just n2• The decrease In the number of 
free parameters (by 3) caused by the presence of a 
single pair of characteristic values -1 is remarkable. 

6. 

The preceding results will now be formulated in the 
language of projection operators and thus extended to 
the case in which there is a continuous spectrum. 
However, the proofs, which are rather obvious, will 
be omitted. 

Consider again the unitary operator A=A2. If 1 and 
-1 belong to the point spectrum of A, denote the 
corresponding projection operators by El a~d E_1• 

The projection operator which belongs to an Interval 
J of the unit circle in the complex plane will be denoted 
by EJ. All these projection operators are self-adjoint, 
commute with A and with each other; the product of 
two of them is equal to the projection operator which 
corresponds to the intersection of the domains to 
which the two factors correspond. Furthermore, 

AEl=El AE-l=-E-l limAEJ=wEJ, (43) 

where the lim in the last equation indicates that J is 
an infinitely narrow interval around w. We define the 
antiunitary operators 

Al=AEl A-l=AE-1 AJ=AEJ, (44) 
then 

(45) 
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The lim again indicates that the intervals J are 
infinitely narrow; they cover all the unit circle with 
the exceptions of the points 1 and -1. The intervals J 
will be assumed to lie either entirely in the upper 
half-plane, or entirely in the lower half-plane. The 
interval J* will be the conjugate complex of the 
interval J. 

It is good to recall, for the rest of this discussion, 
that A-I is also an antiunitary operator and is, in fact, 
given by 

(46) 

A transforms every projection operator into the 
projection operator which corresponds to the conju­
gate complex domain 

AEIA-I=EI AE_IA-I=E_I AEJA-I=EJ•. (47) 

These equations can be given a variety of forms by 
combining them with (43) and (44). The most interest­
ing of these forms gives the projection operators in 

terms of the A J • Thus 

AI2=AEIAEl = E1A2E1= EIAEI =E12=El' (48) 

Similarly, 
A_12= -E-l limAJ.AJ=wEJ. (49) 

Whereas, if J and L do not overlap, 

(SO) 

These equations form a substitute for the equations 
involving the characteristic vectors 'V of A. As an 
example, we show that 'V-lk and A'V-lk are orthogonal 
or, in the present language, that E-l<P and AE_l<P are 
orthogonal for any <p 

(E_1<P,AE-1<P) = (A2.R..1<P,AE_1<P) 
= (-E-1<P,A.R..l<P) =0. (51) 

The second form follows from the antiunitary nature 
of A, the third from (43). 
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It is well known that one always can find as many orthogonal states (i.e., states between which the 
transition probability is zero) as the·Hilbert space has dimensions which are invariant under a given unitary 
transformation. The corresponding vectors are characteristic vectors of the unitary operator. In contrast, 
most antiunitary operators leave not more than one state invariant. However, if there are two orthogonal 
invariant states, a consideration of the states for which the transition probability is j into both invariant 
states surely provides a distinction. In the antiunitary case, one of these states is also invariant, another 
one is transformed into an orthogonal state, the rest are in between. In the unitary case, the transition 
probability between original state and transformed state is the same for all states for which the transition 
probability is i into two orthogonal states. This provides a "directly observable" distinction between 
unitary and antiunitary transformations. 

1. 

T HE invariance transformations of quantum 
mechanics are transformations in a complex 

Hilbert space which leave the absolute value of the 
scalar product of any two vectors cp, I/; invariant: 

(1) 

The reason for the invariance of (1) is that this absolute 
value (or, rather, its square) is, according to the usual 
physical interpretation of quantum mechanics, opera­
tionally meaningful: It is the transition probability 
between the two states characterized by the two 
vectors cp and 1/;. It is well known that the transforma­
tions T which satisfy (1) fall into one of two categories: 
They can be unitary or antiunitary. 

The last statement should be formulated more 
precisely. The physical state does not determine the 
state vector cp completely, all multiples of cp (the 
whole "ray of cp") describe the same state. It is 
customary and useful to normalize the state vectors, 
i.e., to choose a vector from the ray of cp which is 
normalized, 

(2) 

Even then, a phase factor (i.e., a factor of modulus 1) 
remains free in cpo The same applies to the transformed 
state, the ray of Tcp. Note that (1) remains valid if 
cp, 1/;, Tcp, and TI/; are multiplied by arbitrary phase 
factors. The precise formulation of the statement at 
the end of the preceding paragraph stipulates the 
possibility of a certain choice of the state vector from 
the ray of the transformed state, which corresponds 
to any choice of a state vector cp from the ray of the 
original state. The choice referred to therefore replaces 
the physically given ray correspondence by a vector 
correspondence. The theorem states that the choice 
can be made either in such a way that for any two 
state vectors cp, I/; and any two numbers a and h, 

(unitary case), or in such a way that 

In the latter {'ase T (and also the ray correspondence 
from which it derives) is called antiunitary. 

It is easy to show, by abstract reasoning, that no 
transformation can fall into both classes, i.e., that if 
the choice of Tcp from its ray can be made in such a 
way that (3a) becomes valid, it cannot be made in such 
a way that (3b) becomes valid, and conversely. 

It follows that it must be possible to ascertain the 
unitary or antiunitary nature of a transformation by 
considering only transition probabilities, i.e., absolute 
values of scalar products. However, it may be of some 
interest to spell this out in detail, and it is the aim of 
the present article to do this. Use will be made, for 
this purpose, of the normal form of antiunitary 
operators obtained in the preceding article. l Similarly, 
the unitary operators will be described by their 
characteristic values and the corresponding character­
istic vectors. 

We note for further reference that if cp and I/; are 
normalized state vectors, they represent the same 
state if cp=WI/I with an arbitrary", of modulus 1. In 
this case ! (cp,I/;) I = 1. On the other hand, if 

(4) 

cp and I/; represent states whi'~h have, at least in some 
respect, opposite properties. If (4) holds for two states, 
we call them orthogonal: The transition probability 
between them is zero. Orthogonality is, therefore, an 
operationally verifiable relation between two states. The 
number of the mutually orthogonal states is equal to 
the dimension of the underlying Hilbert space. We shall 
assume henceforth that this is larger than 1. 

T(acp+lJ../t) = aTcp+hTI/; and (cp,1/;) = (Tcp,TI/;) (3a) 1 E. p, Wign~r, J. Math. Phys. 1,409 (1960). preceding article. 
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2. 

Let us consider, first, the states which are left 
unchanged by the transformation. For these, 

Tq;=wq;, (5) 

and we shall call them invariant states. If T is unitary, 
q; is one of its characteristic vectors. It follows that 
there is at least one set of mutually orthogonal states 
which contains as many members as any set of mutually 
orthogonal states contains. In particular, unless there 
are at least two orthogonal invariant states, the 
symmetry operator cannot be unitary and must be, 
therefore, antiunitary. 

If the spectrum of the unitary operator is simple, 
the invariant states are isolated, but if it has a char­
acteristic value of multiplicity 1, the corresponding 
invariant states form a continuous manifold with 21- 2 
parameters. The characteristic functions have 1 com­
plex or 21 real parameters but the normalization 
condition subjects these to one real equation and o~e 
real parameter, characterizing the phase factor, IS 
physically meaningless. . 

Let us consider now an antiunitary transformatIOn. 
We decompose the state vector into the invariant and 
characteristic vectors of the operator T 

q;= L: ak'Vlk+ L: b.,k'V.,k. (6) 
k .,k 

If T q;=w' q; (i.e., q; is an invariant state), we can 
consider q;'=w'lq; and have 

Tq;'= (w'l)*Tq;= (w'l)*wq;= (w'l)*q;= q;'. (7) 

Since q; and w'lq; represent the same state, it suffices, 
in the antiunitary case, to find those state vectors for 
which 

Tq;= q;. 
Since, for the q; of (6) 

Tq;=L: ak*'Vlk+L: b.,k*(Wt)*'V"",k 

q; will satisfy (8) if 

and 

(8) 

(9) 

(10) 

(11) 

Since (11) must hold for all wand all k, w can be replaced 
therein by w* to give 

(w*)ib.,k*=b.,.k or b.,.k* = wib.,k. (12) 

Insertion of the latter expression into (11) gives 

(13) 

. ..J'1 It follows that if the symmetry operator Slllce Wr- • d 'b d 
is antiunitary, the invariant states. can be ~scn. e 
by invariant vectors, i.e., by real llllear conblllatIOns 

of the 'Vlk. 

It follows that the structure of the set of invariant 
states is, in general, very different for unitary and 
antiunitary operators. An antiunitary operator may 
have no invariant state, or it may have only one. 
However, no matter how many invariant states it has, 
they form a continuous manifold each member of 
which can be changed continuously into any other. 
If the antiunitary operator has n orthogonal invariant 
vectors the manifold of invariant states is an n-1 
dimensional continuous manifold. Its state vector can 
be described by n real coefficients the sum of the 
squares of which is 1. There is no arbitrar~ phase 
factor in this case because (8) already determllles the 
phase factor. 

3. 

The number and topological properties of the 
invariant states actually permit a phenomenological 
distinction between unitary and antiunitary trans­
formations. The following distinction is, however, more 
direct. 

Consider two orthogonal invariant states, q;l and q;2. 
If there are no such, the transformation is. surely 
antiunitary. Next, consider the states for whIch the 
transition probability is t into both q;l and q;2. The 
state vectors of these states are 

(14) 

Consider finally the transition probability of these 
states into the states Tif;a, 

(15) 

If T is unitary, 

(16) 

and the transition probability,becomes 

Pea) =t 1 (q;I+eia q;2, Wlq;l+ eiaw2q(2) 1
2= t 1 WI+W21 2 

=H1+RewIW2*)' (17) 

It is independent of a, Le., the same for all the states 
if;a with transition probabilities t into q;1 and q;2. 

Let us assume next that Tis antiunitary. In this case 

(18) 

and the transition probability becomes 

P(a)=tl (q;I+eia q;2, q;1+e-ia q(2) 1
2=tll+e-2ia

I
2 

=Hl+cos2a). (19) 

It varies, for the states in question, between 0 and 1. 
The preceding argument can yet be greatly 

generalized. In the unitary case, i.f th~ transition 
probabilities into n orthogonal Invanant states 
(/!l, (/!2, "', (/!n are prescribed to be r12, r22, ••• , rn2 so 
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that In the antiunitary case, on the other hand, 
L Tk2=1, (20) TY;al' . 'an = L Tke-iakipk, (23) 

the general form of the state vector is and the transition probability becomes 

(21) [ (Y;al" 'an,TY;al" 'an) [2= [L Tk2e-2iak [2. (24) 

with arbitrary ai, .. " an. Nevertheless, the transition 
probability from any of these Y;al" 'an into the cor­
responding TY;al" 'an is the same, namely, 

) (Y;al" 'an,TY;al" 'an) )2 

= I (L Tke iak ipk,L Tke iak ())k ipk) [2 
= IL Tk2())k[2. (22) 

Unless one of the Tk2 is larger than t, this still will 
assume every value between o and 1 for suitably 
chosen a. 

The striking difference in the relation of the original 
and transformed states to each other shows particularly 
clearly how definite the relations in question are in 
either case. 
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Since irre?ucible te~sorial sets that represent observables are of integral degree, their transformations 
und7r coordmate rotatIOns have real representations. Real representations, with rows and columns classified 
by elge~values of the commuting operators J.2 and exp (i7rJ v), are given explicitly, so that complex functions 
of rotation. angles need not be used. The addition of angular momenta is worked out for sets in the real 
r~presenta~lOn such as the sets of real orbital wave functions. Applications to the theory of angular distribu­
tIOns are discussed. 

1. INTRODUCTION which relate, e.g., the orientations of different parts of 

T HE quantum theory of the coupling and recoupling an experimental arrangement can be expressed in real 
of angular momenta constitutes a.n extension of form. This possibility should enable physicists to apply 

vector algebra which has applications in macroscopic as the results of analytical calculations without any use of 
well as in atomic and nuclear physics. The elements of complex numbers. 
this algebra have been called "irreducible tensorial sets" It may therefore be worthwhile to describe the charac­
in a recent publication. I (Eigenstates of an atomic teristics of real irreducible tensorial sets and the explicit 
system with a given angular momentum quantum form of their transformation law. Examples of irre­
number j and different magnetic quantum numbers m ducible real sets of degree I are the set of real components 
constitute a typical example of irreducible tensorial set of the electric 2 I-pole moment of a system of charges and 
of 2j+ 1 elements and of "degree" j.) In the same refer- the set. of 21+ 1 spherical harmonics CPlm(O) cosm"", 
ence it was emphasized that calculations with tensorial CPlm(O) smm"". It is perhaps a curious historical accident 
sets can be carried to their final analytical result that the properties of these sets do not seem to have 
treating each set as a unit, as a vector is usually treated' been described systematically thus far. 
that is, without considering explicitly the individuai Irreducible sets in "standard" form have a simple 
elements of the sets or their transformation law under structure, in that each of their elements is classified by 
coordinate rotations. Set elements and their trans- an eigenvalue of the infinitesimal rotation operator J •. 
formations become relevant when a :tin'al result, for ex- It is the diagonalization of this operator that causes the 
ample an angular distribution of nuclear radiation, has transformation under rotations about the z axis, repre­
to be evaluated numerically. Thus, even though irre- sen ted by the operator exp(i""J.), to be complex. To 
ducible sets can be expressed in different alternative analyze the structure of real sets with real transfor­
representations, related to one another by unitary mations, we shall have to diagonalize two different 
matrices, the choice of a specific representation may operators rather than a single one, so that two quantum 
become relevant only at the last stage of a calculation. numbers will be required to classify each element of a 

In accordance with current practice of quantum real set. As a compensation, the new scheme of classifica­
physics, FR I considered primarily a "standard" repre- tion emphasizes reflection symmetries that tend to be 
sentation of irreducible sets in which each set element is overlooked in the standard formulation and reduces the 
an eigenstate of coordinate rotations about the z axis, matrices of rotations about the y axis to pairs of separate 
and therefore gets merely multiplied by exp(im",,) under submatrices. 
such rotations. This standardization causes the trans- Our first task will consist of providing a suitable 
formation law-which is an irreducible representation of classification for the elements of a real set (Sec. 2). As a 
the rotation group-to be complex. Complex trans- next step, the unitary matrix Q will be constructed that 
formations are unavoidable when one deals with the serves to transform standard (or contrastandard) sets of 
wave functions of Fermi particles, but it should be integral degree into a "real-standard" form, or vice 
noticed that no wave functions appear in the final versa (Sec. 3). This matrix will then be applied to the 
results of many calculations with tensorial sets. Final transformation law of irreducible sets under coordinate 
results involve probabilities rather than probability rotations (i.e., to the irreducible representations of the 
amplitudes and often take the form of invariant rotation group) to convert them from their usual stand­
products of tensorial sets of integral degree, which repre- ard form into a real-standard form (Sec. 4). Finally, it 
sent observables, such as, e.g., the response character- will be shown in Sec. 5 how irreducible products of 
istics of a polarimeter. Tensorial sets of integral degree irreducible real sets are constructed by means of Wigner 
and their transformations under coordinate rotations coefficients transformed by the matrix Q. (This pro-

I U. Fano and G. Racah, Irreducible Tensorial Sets (Academic cedure enables one, e.g., to carry out the addition of 
Press, Inc., New York, 1959); this book will be referred to as FR. orbital momenta of atomic particles starting from real 
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wave functions.) Some applications will be discussed in 
Sec. 6. 

The material thus developed may be regarded as a 
complement to Chaps. 5-7 of FR. The treatment of 
multiple coupling and recoupling of irreducible sets in 
the following chapters of FR applies equally to irre­
ducible sets in different representations. The results 
should be particularly relevant to applications of Chap. 
19 of FR. 

2. QUANTUM NUMBERS 

Since the elements of an irreducible tensorial set ex­
perience a linear transformation (called ",.-transforma­
tion" in FR, Chap. 2) when the system of space 
coordinates rotates, there is a one-to-one correspondence 
between the set elements and the rows or columns of the 
,.-transformation matrices. It is convenient to study first 
the structure of these matrices, and in particular of the 
related Hermitian matrices J ";' J 11' and J. pertaining to 
infinitesimal rotations, and then to classify the tensorial 
set elements accordingly (FR, Chap. 3 and Appendix 
B). Owing to the commutation laws J J II-J IIJ x=iJ., 
etc., any two of these matrices determine the third one; 
in particular, if two of the matrices are imaginary 
the third one is imaginary too. We shall focus on 
J" and J. since a general rotation is expressed in 
terms of Euler angles by the product of operators 
exp(iI/lI.) exp(i8I II) exp(icpI.). 

As pointed out in the foregoing, the matrix J. cannot 
be diagonal and different from zero in a real representa­
tion, because the r-transformation matrix exp(icpI.) 
would then be complex. Indeed, all three matrices I x, 
J '" J z must be imaginary in a real representation (FR, 
Appendix C). Now, if 1. is imaginary, J.2 will be real. 
Therefore 1.2 can be real in a real representation. We 
shall consider in this paper a real-standard representa­
tion in which J.2 is diagonal and in which its eigenvalues 
are indicated by m2• When one deals with irreducible 
sets of integral degree 1 and with 1. diagonal, the 
eigenvalues of J. run from -l to l. Therefore, 1.2 has 1 
doubly degenerate eigenvalues m2, where m is an integer 
between 1 and l, and the nondegenerate eigenvalue 
m2 =O. Accordingly, we shall use m as a "quantum 
number," i.e., as an index to label the elements of a real­
standard irreducible set. A single set element will be 
labeled with m=O and I pairs of elements with each of 
the other values of m. Thereby, the element with m=O 
is completely identified; this element is also an eigen­
vector of I., corresponding to 1.=0, and remains in­
variant under coordinate rotations about the z axis. 

An additional index is required to distinguish the set 
elements of each pair with m~O. This index must be an 
eigenvalue of an operator that commutes with J.2. One 
such operator is exp(i7rJII), which represents a rotation 
of 1800 about the y axis, and therefore changes J. into 
-I •. Since [exp(i7rJ II) J2= 1, for a set of integral degree, 
exp(i?rJ II) has only the two eigenvalues ±1. That is, 
exp(i?rI II) represents a parity operation. 

The single set element with m=O has the same parity 
with respect to exp(i7rI II) as the element with 1.=0 of a 
standard set of the same order. This parity is (-1) I (see 
FR, p. 23). We shall classify the elements of a real 
standard set with m~O according to their parity relative 
to that of the element with m=O. That is, we represent 
the eigenvalues of exp (i7r J 1/) in the form (-1) I P, where 
P=±1 serves as a parity quantum number. 

A real-standard set of degree I will be indicated by a 
boldface Roman letter with a superior index, e.g., am, 
and its individual elements by the corresponding non­
boldface letter with subscripts m and P, 

(1) 

where P=±1 for m~O and P= 1 for m=O. The index 
P may be indicated simply by + or -, if convenient, 
and may be omitted for m=O. 

The coordinate rotation represented by exp(i7r J IJ is 
related to coordinate reflections. The operation I of 
coordinate inversion (i.e., reflection at the origin) com·· 
bined with exp(i7rJ II) yields a reflection on the xz plane, 

Rx.=I exp(irI II). (2) 

A tensorial set of degree I constructed as the product of 
1 polar vectors has the parity 1= (-1) I. The elements of 
this set have then the parity R x.= (-I)I(-I)IP=P. 
In general an element of a real-standard set has parity 
±P with respect toRx.according to whether I = ±( -1)1. 
When the lower sign obtains, as it does for the sets of 
components of axial vectors, the set might be said to be 
of "pseudodegree" l, in analogy with the fact that axial 
vectors are called pseudovectors. 

Notice that the operators J.2 and exp(i7rJ II) commute, 
respectively, with the operators exp(icpJ.) and exp(i(JJ II)' 
which represent rotations about the z and y axes. There­
fore m and P are, respectively, "good" quantum 
numbers under these separate operations. This is im­
portant because any rotation is usually resolved into a 
sequence of Euler angle rotations about these two axes. 
That is, the matrix exp(icpJ.) reduces to I submatrices 
corresponding to the eigenvalues of J.2 and the matrix 
exp(iOJ II) to two submatrices corresponding to the two 
eigenvalues of exp(i7rJ II). 

3. MATRIX Q(l) 

In this section we construct the matrix Q(I) that 
transforms a standard set of degree I into a real­
standard one as indicated by the formula 

(3) 

A contrastandard set (see FR, pp. 22-23) is transformed 
according to the corresponding formula 

b(l) =Q(I)*611) = 6[1IQ(I)-I. (3') 

Each row of Q(I) is labeled by a pair of values of the 
two quantum numbers m, P, except that P is auto­
matically +1 and may be omitted when m=O. Each 
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column could be labeled by a value of the single 
quantum number m which is an eigenvalue of J. and 
identifies an element of a standard or contrastandard 
set. However, since J.2 is also diagonal when J. is, we 
may set 

m=Sm, S=±l, (4) 

where m2 is an eigenvalue of J.2. Each column of Q(ll 
will then also be labeled with a pair of values of the two 
quantum numbers m, S, except that S is automatically 
+1 and may be omitted when m=O. 

Since the elements of both standard and real-standard 
sets are eigenvectors of J.2, the matrix Q(I) commutes 
with J.2 and accordingly reduces to submatrices, one for 
each value of m. The single elements with m=m=O of a 
standard set is only multiplied by a phase factor Nl 
when the set is transformed by Q(I). It will be seen that 
the whole matrix depends on I only through this factor, 
so that we have 

(m'PIQ(lllmS)=NI (PIs)(ml om'm, (5) 

where (PIS)(ml indicates a unitary 2X2 matrix for 
m;;eO, but is just 1 for m=O, and where INl l2=1. 

To complete the calculation of the matrix Q(ll it 
suffices to specify a set of spherical harmonics Y(ll(O,lp) 
that shall be regarded as real-standard and observe how 
it relates to the contrastandard W[l](O,lp) described in 
FR, p. 25. There is some arbitrariness in the choice of 
the relative sign of the different elements of YOl(O,lp). 
Our choice will be such that the three elements of 
Y(ll(O,lp) coincide with the Cartesian components of a 
unit vector in the direction (O,lp). Indicating the two 
values of P simply by + or -, we set 

Y(I)m+(0,lp)=1I"-I(Plm(0) cosmlp, (6a) 

Y(llm_(O,lp) = 1I"-i(P/m (0) sinml", (6b) 

YWo(O,lp) = (211")-i(PIO(O) 
=[(21+1)/411"]1 PI (cosO) , (6c) 

where the (Plm are the associated Legendre polynomials 
normalized according to Bethe. 2 Since the contrastand­
ard harmonics of FR are 

ID[llm= il( -1)m(211")-I(Plm(O) exp(imlp) 

[where the factor (-l)m stems from the Condon­
Shortley normalization], and since (3') implies that 
W[l]= Y(l)Q(l), the matrix Q(l) is easily seen to be given 
by (5) with 

N1=il, (PIs)(ml=vtl (_1)m. 1.1 (form;;eO). (7) 
(-1)Dli -~ 

4. 7-TRANSFORMATIONS 

The real-standard ,.-transformation matrix of degree 1 
is given by Q(!l ~(I)Q(!)-l, where ~(l) is the standard 
matrix on page 22 of FR and Q(!l is given by (5) and (7). 

2 H. A. Bethe and E. E. Salpeter, Encyclopedia of Physics 
(Springer-Verlag, Berlin, Germany, 1957), Vol. 351, p. 431. 

Any ,.-transformation matrix expressed as a function of 
Euler angles factors out (see, e.g., FR, p. 140) in the 
form 

(8) 

The first and last factors of this expression are trivially 
simple only in the representations where J. is diagonal. 
Therefore we shall transform each factor of (8) sepa­
rately. 

As a preliminary it may be worthwhile to write the 
real-standard forms of J. and J II. From Eq. (5.1) of FR 
and from (5) and (7) of the foregoing, we find 

(m'P'IJ.lmP) 
= LS's(P' I S')(m'l(m'S'IJ.I mS) (SI p)(ml 

= LS(P' I S) (mlSm (S I p)(mlOm'm 
=imPom'mo_p,p, for m;;eO, (9) 

(m+l, P'IJlllmP) 
= LS' s(P' I S')(m+l) (m+ 1, S' I Jill mS) (S I p)<ml 
= L (P'I S)(m+ll( -is)t[l(l+ l)-m(m+ 1) ]i(S I p)(ml 

=i![l(l+l)-m(m+l)]lop,p, for m;;eO, (lOa) 

(lPIJ 1110) 
= L (PIS)(ll(lSI Jill 0) = i[tt(l+ l)]iOPl. (lOb) 

All other elements of these matrices vanish or are 
Hermitian conjugates of those given here. 8 

It follows readily from (9) that a coordinate rotation 
by an angle 1/1 about the z axis is represented by the real­
standard ,.-transformation matrix 

(m'P'Iei-lJ-lmP) 
=om'm[Op,p cosm1/l-Lp'pP sinm1/lJ. (11) 

Therefore this rotation transforms a real-standard set 
a(!) into a set a(!)' whose elements are4 

a(llmP'=cosm1/l a(!)mP+P sinm1/l a(l)m_p. (A) 

The real-standard form of the matrix exp(iOJ If) will be 
obtained directly by transformation of the standard 
form whose elements are the functions b(llm'm(O) dis­
cussed in FR, Appendixes D-F. The b's with positive or 

3 The magnitudes of the matrix elements (9) and (0) could have 
been obtained directly, i.e., without resorting to transformation of 
the standard matrices, from the characterization of real-standard 
sets in Sec. 2 utilizing the commutation rules of the J matrices in 
analogy with the treatment in FR, Appendix B. The choice of 
signs in (9) and (10) involves an arbitrary convention equivalent 
to that performed in (6). Therefore the values (9) and (10) of the 
real-standard matrix elements could have been taken as a point of 
departure instead of (6), and the values of the matrix elements 
(PIS)(m) could have then been obtained by solving (9) and (10). 
The value of Nz can be determined, to within an arbitrary sign 
which is otherwise fixed by comparing (6) with (5.~8) of FR, 
from Eq. (C.ll) of FR which requires that (m'S' I Q(I)Q(I) I mS) 
= (m'S' I U(l)I mS)=(-l)z-mam'mLs's. 

4 When this transformation is applied to the set Y(I) (1/ rp) it 
should be kept in mind that the coordinate rotation by,p aoo'ut the 
z axis charges the variable rp of these harmonics into rp-,p rather 
t~n into rp+!JI. This remark applies also to rotations about the y 
aXlS. 



                                                                                                                                    

420 U. FANO 

TABLE 1. The matrices d(l)mm'P(O) for 1=1,2,3. 

1=1 P=1 1=1 P=-1 

m' o m' 
m m 

1 
o 

co&J 
sinO 

-sinO 
cosO 

1 

m 
2 
1 
o 

m' 2 

!(cos20+1) 
co&J sinO 
h l 3 sin20 

1=2 P=1 

-co&J sinO 
2 cos20-1 
..J 3 cosO sinO 

o 

lv 3 sin20 
-..J 3 cosO sinO 
H3 cos20-1) 

m 
2 
1 

m' 

1=2 P=-1 

2 

cosO 
sinO 

-sinO 
cosO 

1=3 P=1 

m 
3 
2 
1 
o 

m' 3 

Hcos20+3) cosO 
..J i (cos20+ 1) sin9 
!..J 15 co&J sin20 
..J i sin30 

2 

-..J i (cos20+1) sinO 
!(3 cos20-1) co&J 
..J i (3 cos20-1) sinO 
!..J 15 cosO sin20 

!..J 15 co&J sin20 
-..Ji (3 cos20-1) sinO 
HIS cos20-1) cosO 
..J i (5 cos20-1) sinO 

o 

-..J isin30 
!..J 15 cosO sin20 
-..J i (5 cos20-1) sinO 
!(5 cos20-3) co&J 

m' 3 

1=3 P=-1 

2 
m 
3 
2 
1 

H3 cos20+1) 
..J! co&J sinO 
!..J 15 sin20 

negative indices (m',m) can be expressed in terms of 
those with positive indices only, evaluated at fJ and 
1r-fJ, utilizing the symmetry properties represented by 
Eqs. (D.24, 25) of FR. We have, for m', m~O, 

(m'S' / ei8J 
Y / mS) 

= b(l) S'.m' .S.m(fJ) =/ls'sSm'-mb(!)m'm(fJ) 
+ (-1) l-mLs'ssm'-mb(l)m'm (1r-fJ), (12a) 

and, for m' = 0, 

(0/ ei6J 
Y / mS) = b(l)o,s.m(fJ) =Sm b(!)o.m(fJ). (12b) 

Transformation with the matrix Q(!) yields now 

(m'P'/ eiuul rnP) 

=/lp'p d(!)m'mp(fJ) 

=/lp,p{ (-I)m'-mb(!)m'm(8)+ (-I)IP b(l)m'm(1r-fJ)}, 

(01 ei6J u / rnP) 
for m', m~O, (13a) 

=/lPl d(!)om+(fJ) =/lP1( -1)my'2 b(!)om (8) 

=OP1(_4_)i(Plm(fJ), for m~O, (13b) 
21+1 

and finally 

(01 ei8J"1 0) = d(l)oo(fJ) = b (I) 00 (fJ) = PI (cosfJ). (13c) 

These equations serve as definitions of the new func­
tions d(l)m'mp(fJ), in which the value of P will be indi­
cated by a + or - sign. According to (13), a coordinate 

-..J ! cosO sinO 
2 cos20-1 
..J! cosO sinO 

1..J 15 sin20 
-..J! co&J sinO 
H5 cos20-1) 

rotation by an angle fJ about the y axis transforms a 
real-standard set a(l) into a set at!)' whose elements are4 

a(l)m'p'= Lm d(l)m'mp(fJ) a(!)mP. (B) 

We have thus obtained separate transformation formu­
las for the set elements with different values of P, as 
anticipated in Sec. 2. 

As a result of the factoring represented by (8), any 
real-standard r-transformation can be carried out by 
repeated application of Eqs. (A) and (B). Whereas (A) 
involves only sines and cosines, (B) involves the func­
tions d(l)m'mp(fJ), which are defined by (13) in terms of 
the b(!)m'm(fJ) and can be calculated using the algebraic 
expression for the b(l) on page 143 of FR. Table I gives 
the d(!)m'mP in terms of sines and cosines for 1= 1, 2, 
and 3.6 Notice that the d(!) have, like the b(l), the 
symmetry property6 

5 The functions d(l)mm'P are not normalized independently of 
each other, because the normalization property of r-transforma­
tions, given by Eq. (A.32) of FR, concerns only the complete 
matrix D(l)(y,,9,<p). The resulting normalization of the d(l) is 
"J:.pfor [d(l)m'mP(O)] sinO d8=8/(21+1), for m, m'¢O, where the 
factor 8 makes allowance for the fact that the mean square of 
cosmy, or sinmy, is i. 

6 This property and the properties (D.23-25) of FR rest on 
simple geometrical considerations. Since the matrices d(l) and b(l) 
are :eal, their transposition amounts to an inversion, i.e., to re­
placmg e,9J. by c,UJ •. The negative rotation e-;9J. is in turn 
equivalent to the sequence of positive rotations eirJ 'e i9J 'e;rJ, 
~here e~·J, is diagonal and eq~al to (-I)m a~d (-I)m, respec~ 
tIvely, m the two representatIOns. The remaming symmetries 
including the symmetry of (13) .under .the ~eplacement of 0 by 
11'-0, follow from the fact that e-,9J. = e,rJ .e,(..-9)J •• 
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5. IRREDUCIBLE PRODUCTS 

The concept of irreducible product of two irreducible 
tensorial sets (FR, Chap. 7) is, in essence, independent 
of the representation in which the set elements are 
specified. Accordingly, it applies to real-standard as well 
as to standard sets. However, the procedure for the 
actual construction of the elements of irreducible 
products has been described in FR and in other refer­
ences only for standard or contrastandard sets. In order 
to construct irreducible products of real-standard sets 
one can convert these sets to their standard form, by 
means of the transformation Q-l, take their product in 
accordance with FR, and then convert it back to real­
standard form. We define, then, the irreducible product 
of degree I of two real-standard sets a(Z,) and b(!2) by 

[a( h) X b(l2)]( l) = Q(!)[Il(Z,) X6(l2)](l) 
= Q(l)[Q(ll)-la(ll)X Q(l2)-lb(l2)](l) . (15) 

The construction of irreducible products of two 
standard sets, as described in FR, consists of reducing 
the elements of the reducible direct product set 
a(![)mlb(h)m2 by means of a unitary transformation 
matrixM which diagonalizes the operator J2= (J l+J2)2. 
The elements of this matrix M are the Wigner coeffi­
cients (lt121m Illmlhm2). To construct the irreducible 
products (IS) of real-standard sets directly we have to 
calculate the transformed matrix Q(l)MQ(/t)-lQ(l2)-1. 
This matrix will reduce the direct product set 
a (11) mlPlb(l2) m2P2. 

We set, then, 

[a(h)Xb(h)](I)mP 

= L mlPl m2P2(11121 m P 11lmlP lhm2P 2) 
Xa(Z,)mlPl b(l2)m2P2, (C) 

where 

(l1121 m P Illm1P1hm2P2) 
=N j LSSlS2(PI s)(m) (11121 SmlllSlml,I~2m2) 

X (SlIPl)(ml) (S2Ip 2)(m2) Nill NI2- l • (16) 

The transformation coefficient on the right of (16) is a 
Wigner coefficient in which Sm= ±m, etc. The result of 
the calculation indicated by (16) takes a somewhat 
different form depending on which among m, ml, and m2 
is largest and on whether any of these numbers vanishes. 
It is 

(lllJmP IltmlP 1,12m2P 2) 

= ~ COs[~(11+12-1+Il-Pll+Il-P21-Il-Pl)] 

X (11121mf Ilml,I2ffi2), for m>ml' m2, (16a) 

= ~ coSG(lt+12-1+Il-Pll-Il-P2l-Il-Pl+2m2)] 

X(l1121mlllml,12-m2), for ml>m, m2, (16b) 

= ~ cOS[~(11+12-1-Il-Pll+Il-P2l-Il-Pl+2ml) ] 

X (llIJmlll-ml, 12m2) for m2>m, ml, (16c) 

=COs[~(11+12-1+Il-Pll-Il-Pl) ] 

X (l1121m I Ilm2,120) , for m2=0, (16d) 

=cos[ ~(lt+12-1+Il-p21-Il-Pl)] 

X (lllJm I lI0,l2m2) , for ml =0, (16e) 

= cosG(lI+12-1+Il-Pll-Il-P21 + 2m2) ] 

X(11IJOlllml,12-m2), for m=O, (16f) 

where the transformation coefficients on the right side 
are the ordinary Wigner coefficients. 7 

The cosine factor in Eqs. (16) equals ± 1 or 0, and 
represents the effect of the selection rule that requires 
the transformation matrix elements to vanish unless 
they commute with exp(i7rJ II); that is, unless 

(17) 

For given values of m, ml, and m2 other than zero and 
for a given P, this selection rule allows two alternative 
pairs of values of PI, P 2 ; the normalization factor 1/v'2 
in (16a-c) makes allowance for this alternative. No 
such alternative arises when one of the m vanishes, 
since the corresponding P is automatically 1. 

The real-standard transformation matrix (16) enables 
one to reduce the set of components of any ordinary 
tensor of degree n, by the procedure indicated on page 41 
of FR, without having to resort to an intermediate 
complex transformation. As an example we give here the 
result of the reduction of the set of nine components 
T.k(i, k=x, y, z) of a 2nd-degree tensor. This reduction 
parallels the construction of irreducible real-standard 
products [a(I)Xb(l)](l), with [=0, 1, 2, of the sets of 
components of two vectors a and b. Specifically, the 
component T "II of a tensor corresponds to the product 
a.,bll of vector components; it can therefore be indicated 
by T I+,l- just as a., and blJ are indicated by a(l)l+ and 
b(1\_, respectively, according to the conventions of Sec. 
2. The reduction of the tensor components proceeds then 
through the formula analogous to (C): 

T(l)mP= LmlPlm2P2(11[mPllmlPI,lm~2) 
X TmlPl,m2P2, (18) 

• 7 See, e.g., FR, p. 36, for definitions, notations, and symmetries, 
regarding these coefficients. Numerical tables are given by A. 
Simon, Oak Ridge National Laboratory Rept. 1718 (Special), and 
M. Rotenberg et al., The 3-j and 6-j Symbols (Technology Press, 
Cambridge, Massachusetts, 1959). 
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where T(l)mP is a real-standard component of an irre­
ducible tensor T(l) of degree I contained in the initial 
tensor with components T ik• Entering in (18) the ex­
pressions (16) with the numerical values of the Wigner 
coefficients, one finds 

T(2l2+ = 2-i (T,..,- T 1/1/), T(2l 2_= 2- l (T "11+ Til")' 

T(2\+=2- t(T ",.+Tu ,), T(2\_=2-t(T 1I.+T'1I), 

T(2l o=6-1(2T .. -T zx-T 11")' 

T(l\+= 2-i (T. II - T 1/'), T(1\_= 2-I (T ".- T",), 

T(llo= 2-i(T ",-T "II)' 

T(Olo=3-l (T "'.,+ T ylI+ Tzz). 

(19) 

The elements of the products of vector components 
[a(l)Xb(2l](ll are obtained by replacing in (19) T,.., by 
a,./J"" etc. The numerical coefficients in (19) arise from 
the fact that the coefficients (16) constitute a unitary 
transformation. Notice, however, that the set of degree 
one [a(I)Xb(1l](I) has a sign opposite to that of the 
components of the vector product aX b. 8 The reduction 
of the sets of components of nth degree ordinary tensors, 
with n> 2, proceeds by repeated application of (18) to 
successive pairs of tensor indices, in analogy with the 
construction of irreducible multiple products of n 
irreducible sets of degree 1 in Chap. 8 of FR. 

6. APPLICATIONS 

It was emphasized in FR, Chaps. 6 and 19, that 
functions of the mutual orientation of two systems are 
often conveniently expanded into invariant products of 
pairs of tensorial sets pertaining to the two systems. 
Each set is conveniently defined in a frame of reference 
attached to the system to which it pertains, and each 
product contains accordingly an r-transformation matrix 
that relates the orientations of the two systems. Thus 
the potential energy of a system of electric charges in a 
potential field V(r,8,tp) is expressed by Eq. (6.15) of FR 
in the form 

u = ~l rol ll ] '1)(1l (1/1,8,100) !l(ll, (20) 

where rol ll ] is a contrastandard set of components of the 
2l-pole moment of the charges, !t(ll a set of coefficients 
of the expansion of V into contrastandard spherical 
harmonics [41r/(21+1)]ty)[l] (8,100), and '1)(l) pertains to 
the coordinate rotation from axes (xyz) pertaining to the 
field to axes (x',y',z') pertaining to the system of charges. 
In a real-standard representation, V would be expanded 
into harmonics [41r/(21+1)]i¥(ll(8,tp) with coefficients 
A(l). If the two coordinate systems have one common 

8 This fact, pointed out on page 39 of FR, stems from the 
convention on the sign normalization of standard sets embodied 
in (5.17) and (5.13) of FRj it would not have occurred if il had 
been replaced by i""l in (5.17). It appears that the convention 
(5.17) of FR, the convention (G.5) of FR regarding the sign of 
Wigner coefficients, and the convention about right-handed co­
ordinate systems embodied in the definition of vector product 
form an inconsistent triad. I am indebted to G. Racah for clari­
fication of this point. 

coordinate axis (y= y'), (20) is then replaced by the 
explicit formula 

U = Llm'm[M(l)m'+ d(llm'm+(8) A (l)m+ 
+M(l)m,_d(l)m'm_(8) A(l)m_], (21) 

in which only (B) has been utilized. Relaxing the re­
quirement y= y' often enables one to choose y and y' so 
that the planes xz and x'z' be symmetry planes of the 
field and charges respectively, i.e., so that A(I)m- and 
M(l)m'_ vanish. In this event, combined application of 
(A) and (B) yields 

u= Llm'm M(l)m,+[cosm'l/I d(l)m'm+(8) cosmtp 
-sinm'l/I d(llm'm_(8) sinmtp] A(l)m+, (22) 

which brings out explicitly the dependence of the 
interaction energy on the mutual orientation of the 
symmetry planes of field and charges. 

The mean values of quantum mechanical operators 
indicated in Eq. (18.27) of FR and throughout the 
following Chap. 19 have the same geometrical structure 
as the interaction energy U considered in the foregoing 
and can, therefore, be expressed in real-standard forms 
analogous to (21) or (22). Notice, however, that the 
standard sets of matrix elements of an operator F, 
defined by (18.1) of FR, do not become automatically 
real when transformed to a real-standard representation 
by the matrix Q(l). Only sets that are self-conjugate 
. (FR, Chap. 4) in an arbitrary representation become 
real in the real-standard representation. As shown on 
page 102 of FR, standard sets of matrix elements 
[(a j I F I a' j') ] (k) of a Hermitian opera tor F that belong 
to a diagonal submatrix, with (a'j') = (aj) , are self­
conjugate or anti-self-conjugate depending on whether k 
is even or odd. The transformation Q(l), with l= k, will 
accordingly make these sets real or pure imaginary, 
respectively. All these sets can be made real by adding 
to their definition a renormalization factor ik. On the 
other hand, sets [(ajIFla'j')](k) with (a'j')~ (aj) are 
conjugate or anticonjugate to the sets [(a'j'IF/aj)](k) 
that belong on the opposite side of the diagonal, de­
pending on the parity of j- j' - k. Therefore, the real­
standard setsQ(kl[(aj / F la' j')](1,) and Q(k) [(a'j' I F I aj)](k) 
are, in essence, complex conjugate. Their real and 
imaginary parts may be separated out as new sets of 
matrix elements that are actually real and are symmetric 
or antisymmetric with respect to interchange of (aj) 
and (a' j'). Phase normalization conventions are in­
volved in this separation. No suggestion is made on 
these conventions while their suitability has not been 
tested. 9 

As a more specific application, we shall consider here 

9 The various alternative irreducible sets of matrix elements may 
be rega~ded as coefficients of the expansion of an operator into 
alternative orthogonal systems of operators, from the point of view 
of U. Fano [Revs. Modern Phys. 29, 74 (1957), Sec. 6]. See Eq. 
(11!:4) of FR, where the orthogonal operators are (Iaj} 
X UW ) {a'j'l )(kl. 
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the scattering of light or'Y rays by an atomic system 
through an electric dipole interaction process. The 
general formula for this type of process, namely, (19.11) 
of FR, represents the response of an analyzer of the 
scattered radiation as a linear combination of invariant 
products of the type 

[(E1IpIE1)J(k)*~(k}-I(,y,9,~)[(E1IFIE1)]<k), (23) 

where (,y,O,cp) are Euler angles relating the orientations 
of the analyzer and of a polarizer of the incident beam. 
In (23), F indicates the operator that represents the 
analyzer response, p is the density matrix of the incident 
radiation as prepared by a polarizer, and all the sets of 
quantum numbers (aj) have been replaced by E1 to 
specify electric dipole radiation. Since j= 1, the degree 
k of the products (23), can be 0, 1, and 2. Geometry 
alone determines the relative values of (23) for the three 
values of k. The nature of the scatterer determines the 
coefficients with which these products are combined in 
the final results; the coefficients are equal when the 
scatterer is isotropic. 

To workout the real-standard form of (23), we replace 
the' standard sets of matrix elements by real-standard 
ones 

Ok) =Q(k}[(Elip IE1)]<k), 

F(k) = Q(k)[(E1i F I E1)](k). 
(24) 

These two sets can be expressed, to within irrelevant 
normalization factors, in terms of the electric field 
components of the radiation that emerges from the 
polarizer or is accepted by the analyzer. We indicate 
these components by (a""a,,) and (bz',b",), respectively, 
for the incident and detected radiation; the primes refer 
to coordinate axes attached to the analyzer. The direct 
products of these components and of their complex 
conjugates are the components Cik=aiak*, Fik=bibk* 
of intensity tensors. The elements of the real-standard 
sets (24) are obtained from theC ik and F ik, respectively, 
by the reduction formulas (19). Notice that (a) the 
complex phase of the field components ai and bi has the 
essential function of representing the phase relationships 
in the polarization; (b) theintensityparametersCik,Fik 
represent observables in any event, whereas the field 
components ai, bi are not observable under conditions 
of partial polarization; (c) the intensity parameters can 
be expressed in terms of the Stokes parameters 

io=a.,a.,*+alla/=C"",+C IIII , 

I 1=a.,a",*-aua/=C"""-CII,,. 

I 2=a.,aIl*+alla",*=C"'II+CII"" 

13= i(a.,all *- alla",*) = iCC "'11- CII",) , 

which describe the intensity and polarization of the 
incident radiation, and in terms of the corresponding 

efficiency parameters 

Eo=b",b",,*+bll,bll,*=F z,.,,+F 11'11'> El , E 2, Ea, 

which characterize the analyzer response. Equation (19) 
yields 

C(2)2-!-=-V Ha",az*-auall*)=-v!h, 

C(2)'lr-=-V Ha.,a/+aua",*)=-v !I2, 
C(2) 1+= C(2)1_= C(l\+= C(l)I_=O, 

C(2)o= -V l( -a.,a,,*-alla ll*) = - V Vo, 

C(l)o=-V Halla,.,*-a.,a/) = i-oJ !l3, 

C(O)o=-V i(a.,a",*+alla/) = -V i/o. 

(25) 

The elements of F(k) are given by analogous formulas. 
The products (23) for k= 0, 1,2 will now be expressed 

in terms of the Stokes parameters, which represent 
observables, and in the same real-standard form as (21), 
i.e., assuming that the axes y and y' coincide. On 
utilizing the matrices given in Table I, we find lo 

C(O)*D(OHF(O) = 1I oEo, (26a) 

C(l)'D(1)-IF(1)=!I3E a cosO, (26b) 

C(2)*D(2HF(2)= [IoEo-h(3cos20-1)-(IoEl+IlEoH sin29 

+ hEI H1 +cos20) J+!I 2E2 cosO. (26c) 

The sum of these three products yields the complete 
intensity and polarization formula for scattering by an 
isotropic center. In the absence of polarization effects 
(i.e., when only 10 and Eo differ from zero), this formula 
reduces to the familiar angular distribution law 
lIoEo(1 +cos29). However, different results are obtained 
when (26a-c) are added with different weight factors, as 
they generally must be for anisotropic scatterers such as 
spinning atoms. 

The performance of polarizers and analyzers is charac­
terized, with regard to linear polarization, by the 
maximum values P, and Ql that are achieved by 11/10 
and El / Eo when the x and x' axes lie, respectively, in the 
direction of linear polarization characteristic for the 
polarizer and analyzer; 12 and E2 vanish when the axes 
are so oriented. Calling,y the angle from this x axis to 
the plane of scattering and ~ the angle from the plane of 
scattering to the x' axis, we must then substitute 
in (26c)10 

Il=IoP,cos2,y, 12=IoP,sin2,y, 

El=EIJI cos2~, E 2= -EIJI sin2~. 
(27) 

This substitution brings (26c) to the form equivalent 
to (22). 

10 The -1 exponent on the D matrix, equivalent to transposi­
tion, stems from the fact that the Euler angles pertain to rotation 
from the polarizer to the analyzer axis, rather than to the opposite 
rotation. 



                                                                                                                                    

JOURNAL OF MATHEMATICAL PHYSICS VOLUME I, NUMBER 5 SEPTEMBER-OCTOBER, 1960 

Algebraic Characterization of the TCP Operation 

A. GROSSMANN* 

Physics Department, Brandeis University, Waltham, Massachusetts 
(Received May 2, ,1960) 

If an "operation" mt is real and preserves Lorentz covariant relations, then mt is either a proper Lorentz 
operation or the product of a proper Lorentz operation and the TCP operation. 

I. INTRODUCTION 

T HE TCP theoreml- 5 has been stated and proved 
within the framework of quantized field theories. 

It is shown in this paper that the TCP operation 
emerges, quite unambiguously, from considerations 
which involve only the proper orthochronous Lorentz 
group L. The idea is, roughly, to define an "operation" 
as something which acts simultaneously on all Lorentz 
covariant quantities, and to ask for the operations 
which do not destroy Lorentz covariant relations. It 
turns out that, apart from Lorentz transformations, 
only the TCP operation has this property. (Theorem 1, 
Sec. III.) 

These results can be viewed as an application of the 
duality theory of non-Abelian groupS.6--8 The reading of 
this paper, however, does not require any knowledge of 
duality theory. 

II. OPERATIONS 

Let A be the group of unimodulary 2X2 matrices 
(the universal covering group of L). Denote by u(m,n) 
quantities that transform according to the (m+ 1) 
X (n+ 1)-dimensional irreducible representation of A 
(see Appendix). A quantity u(m,n) is a spinor9 sym­
metric in m undotted and n dotted indices. 

The TCP operation as defined by Pauli2 transforms 
u(m,n) into 

(-1)nu(m,n) if m+niseven, 

i( -1)nu(m,n) if m+n is odd. 

(1a) 

(1b) 

Let us define, in general, an operation mI as an arbi­
trarily given law by which, for m, n=O, 1, 2, ... , the 

* On leave of absence from the Institute R. Boskovic, Zagreb, 
Yugoslavia. 

1 G. Liiders, Kg!. Danske Videnskab. Selskab. Mat.-fys. Medd. 
28,5 (1954); Ann. Phys. 2,1 (1957). 

2 W. Pauli, Niels Bohr and the Development of Physics (Perga­
mon Press, New York, 1955), p. 30. 

3 J. Schwinger, Phys. Rev. 82, 914 (1951); Proc. Nat!. Acad. 
Sci. U. S. 44,223,617 (1958). 

4 R. Jost, Helv. Physica Acta 30, 409 (1957). 
6 F. J. Dyson, Phys. Rev. 110, 579 (1958). 
• C. ChevalIey, Theory of Lie Groups (Princeton University 

Press, Princeton, New Jersey, 1946), Chap. VI (for compact 
groups). 

7 Harish-Chandra, Ann. Math. 51, 299 (1950). 
8 G. Hochschild and G. D. Mostow, Ann. Math 60, 495 (1957). 
9 See e.g., B. L. van der Waerden, Die Gruppentheoretische 

Methode in der Quantenmeehanik (Springer-Verlag, Berlin, 1932), 
Sec. 20. 

(m+1)(n+l) independent components of u(m,n) are 
linearly transformed among themselves. This can be 
written as 

u(m,n) ---+ M(m,nlu(m,n) 

(m, n= 0,1,2,· .. ), 

where M(m,nl is a linear operator in the (m+ 1) (n+ 1)­
dimensional space of components of u(m,n). 

The product mIlmI2 of the operations mll and mI2 is 
defined by 

u(m,n) ---+M1(m,nlM2 (m, nlu(m,n) 

(m, n=0,1,2,···). 

Let now u(D) be a quantity which transforms accord­
ing to an arbitrary (not necessarily irreducible) repre­
sentation D of A. In order to define the transformation 
M(D) which u(D) undergoes under mI, we require: 

(A) If a ---+ D' (a) (afA) and a ---+ 'YD' (a)-y-l are any 
two equivalent representations of A, then 

M ('YD''Y-1) = 'YM (D')-y-I. 

(B) If D=D' +D" is the direct sum of the repre­
sentations D' and D", then 

M(D) =M(D') + M(D") , 

where + denotes a direct sum of operators. 
Every unimodulary 2X2 matrix a defines10 an 

operation 
u(m,n) ---+ D(m,nl (a)u(m,n) 

(m, n=0,1,2,· .. ). 

A proper orthochronous Lorentz transformation 1 
=A(a,a) defines lO not one operation but an infinite 
number of them. They are all of the form 

u(m,n) ---+ D(m,nl(a)u(m,n) (m+n even), (2a) 

u(m,n) ---+ ±D(m,nl (a)u(m,n) (m+n odd), (2b) 

(m, n=0,1,2,· .. ), 

and are distinguished from each other by the choice of 
signs in (2b). This choice is arbitrary, since, under the 
Lorentz transformation l=A(a,a) =A( -a, -a), the 
quantity u(m,n) can equally well be thought to trans­
form into D(m,nl(a)u(m,n) as into D(m,nl( -a)u(m,n) 
= (_l)m+nD(m,nl (a)u(m,n). 

10 For the definition of A(a,b), D(m,n)(a,b), and D(m.n)(a) see 
the Appendix. . ' 

424 
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Similarly, a proper complex Lorentz transformationlO 
A=A(a,b) defines all the operations 

u(m,n) ~ D(m,n) (a,b)u(m,n) (m+n even), 

u(m,n) ~ ±D(m,n) (a,b)u(m,n) (m+n odd), 

with arbitrary choice of signs in the second line. 
If £ is one of the operations defined by a Lorentz 

transformation, we shall say that £ is a Lorentz opera­
tion (proper complex, etc., as the case may be). 

It will often be unnecessary to distinguish between 
the operations that are defined by one and the same 
Lorentz transformation. This leads to the following 
definition: 

Let ;m;l and ;m;2 be two operations. We shall write 

if 
M l(m,n)=M2(m,n) (m+n even), 

M l(m,n)=±M2(m,n) (m+n odd). 

The complex conjugate, ;m;*, of an operation ;m; is 
defined by 

u(m,n) ~ (M(m,n»)*u(m,n) 

(m, n=O,1,2,"'), 

where (M(m,n»)* is the complex conjugate of the 
matrixll M(m,n). 

If ml=ml*, we shall say that the operation ;m; is real. 
The product of two real operations is real. The 

operation 'f, defined by (1), is real. 
Let a and b be two unimodulary 2 X 2 matrices. Con­

sider the operation £(a,b) defined as follows: All un­
dotted indices of quantities u(m,n) are transformed by 
a, and all dotted indices by b* (the complex conjugate 
of b). From the foregoing definitions and the results of 
the Appendix, it follows that £ (a,b) is a proper complex 
Lorentz operation. 

In particular, £(a,a) is a proper orthochronous and 
£(a, -a) a proper antiorthochronous real Lorentz 
operation. 

III. PRESERVATION OF LORENTZ 
COVARIANT RELATIONS 

In this section we shall study the operations which 
preserve relations covariant under L. It will be im­
portant to distinguish covariance under L from co­
variance under A. 

Covariant relations between spinors are obtained9 by 
multiplication and contraction; furthermore, certain 
reality conditions are preserved by L. 

Multiplication: A relation of the form 

u(ml,nl)v(m2,n2)=w(ml+m2, nl+n2) (3) 

11 That is, the matrix corresponding to the operator M(m,n~ in 
the basis in which the action of A is represented by the matrIces 
D(m, n) (a). 

is preserved by A. Under L, however, (3) is transformed 
into 

u' (ml,nl)v' (m2,n2) = w' (ml +m2, nl + n2) 
if both ml+nl and m2+n2 are even, and (4a) 

u' (ml,nl) 'II' (m2,n2) = ±w' (ml+nl, m2+n2), 

if at least one of the numbers ml+nl, m2+n2 
is odd. (4b) 

This is so because we are free to choose either deter­
mination of a when transforming each of the spinors 
u,v,w. 

Contraction: Suppose that v(m- 2p, n- 2q) has been 
obtained from u(m,n) by contraction of p pairs of un­
dotted indices and q pairs of dotted indices. Then 
v'(m-2p, n-2q) (the transform of 'II by a proper 
orthochronous Lorentz transformation) can be ob­
tained from u'(m,n) by the same contractions. There is 
no ambiguity of sign here, because only pairs of indices 
are involved. Both indiCes of a pair belong to the same 
quantity and, consequently, transform according to the 
same determination of a. 

Reality conditions: Consider now a relation of the form 
u(m,n) = '11* (n,m) where the star denotes complex conju­
gation. Under aEA, the quantity u(m,n) is transformed 
into u'(m,n) =D(m,n) (a)u(m,n) , and v(n,m) into 'II' (n,m) 
=D(n,m) (a) 'II (n,m) = D(m,n) (a)*v(n,m). So v*(n,m) is 
transformed into 

v*(n,m)' =D(m,n) (a)v*(n,m) =D(m,n) (a)u(m,n) = u'(m,n). 

It follows that under a proper orthochronous Lorentz 
transformation, 

[v*(n,m)J'=u'(m,n) 

['11* (n,m)J'= ±u'(m,n) 

(m+n even) 

(m+n odd). 

These considerations show how proper orthochronous 
Lorentz transformations affect covariant spinor rela­
tions. The problem now is to find all operations ;m; 
which are exactly "as good" as proper orthochron­
ous Lorentz transformation in preserving covariant 
relations. 

Let u' (m,n) =M(m,n)u(m,n), v' (m,n) = M(m,n)v(m,n), 
etc., be quantities transiormed by;m;. 

Problem: Study the set of all operations ;m; which 
satisfy the following conditions: 

(Cl) If u(ml,nl)v(m2,n2)=w(ml+m2, nl+n2), then 
u' (ml,nl)v' (m2,n2) = ±w' (ml+nl, m2+n2). 

(C2) Furthermore, if both ml+nl and m2+n2 are 
even, then u'(ml,nl)v'(m2,n2)=w'(ml+m2, nl+n2). 

(D) If .v(m-2p, n-2q) is obtained from u(m,n) by 
contraction of p pairs of undotted and q pairs of dotted 
indices, then v'(m-2p, n-2q) is obtained from u'(m,n) 
by contraction of the same pairs of indices. 
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(E) If u(m,n) = v* (n,m) , then 

u'(m,n) = [v*(n,m)]' for m+n even 

u'(m,n)=±[v*(n,m)], for m+n odd. 

The rest of this section is devoted to the solution of 
the above problem. 

According to Sec. II, the condition (E) can be ex­
pressed as mt=mt* or the requirement that mt be real. 

If two operations satisfy (C) and (D), then their 
product also satisfies (C) and (D). 

If an operation mt satisfies (C), (D), and (E), so 
does its inverse mt-I. Every proper orthochronous 
Lorentz operation satisfies (C), (D), and (E), and so 
does the operation (1). So our operations form a group 
G which contains all proper orthochronous Lorentz 
operations and the operation (1). We shall prove that 
G is precisely the group generated by all proper real 
{not necessarily orthochronous) Lorentz operations, and 
the TCP operation (1). 

In the lemmas that follow we shall always assume 
that the operation mt satisfies (C) and (D). This as­
sumption will not be repeated. However, whenever the 
reality assumption (E) is made, it will be stated 
explicitly. 

Lemma 1: The number M(o.O) is equal to one. 
Indeed, for any m, n such that m+n is even, we 

have, by (C2), M(O,O)M(m,n)=M(m,n). 
Lemma 2: The effect of mt on a quantity u(m,n) can 

be obtained as follows: The undotted indices of u(m,n) 
are transformed by M(O,I) and the dotted by M(l,O). In 
addition, the sign of u(m,n) may get changed. 

Proof: By (C), the lemma is certainly true if u(m,n) 
is a product of quantities u(O,I) and u(I,O). It remains 
true for an arbitrary combination of such products j 
that is, for every quantity u(m,n). 

Lemma 3: The determinant of the 2X2 matrix M(O,!) 
is either + 1 or -1. 

Proof: For the sake of shortness, write M instead of 
M(O,!). Let Uk. be a spinor with two undotted indices. 
By Lemma 2, Uk_ is transformed, under mt, into 

Because of (D), the contraction (u')&" has to be equal 
to the contraction up

p• This gives 

(u'h k = ±MkPMkqupq=UpP= EPqUpq, 

where 

is the matrix that raises spinor indices.s Since U pq is 
arbitrary, we have 

A simple calculation shows that this is equivalent to 
detM=±1. 

Lemma 4: detM(I,O)=±1. 
The proof is the same as that of Lemma 3. 
Lemma 5: If detM(O,l)=detM(l,O)=I, then mt is a 

proper complex Lorentz operation. More precisely: 
either 

(Sa) 

or 
mt=£(M(O,l), - (M(l,O»*), (5b) 

where £(M(O,l),M(I,O» is the proper complex Lorentz 
operation defined at the end of Sec. II. 

Proof: Consider the effect of mt on quantities u(m,n). 
For m+n odd, our assertion is true by Lemma 2. For 
m+n even, it is necessary to verify that the action of 
mt coincides, without discrepancies in sign, with the 
action of one of the operations (5). Notice that every 
u(m,n) (m+n even) can be obtained, by contractions, 
from products of quantities u(I,I). By (C2) and (D), 
then, the matrices M(m,n)(m+n even) are fully deter­
mined-without ambiguity in sign-by M(l,l). Suppose 
first that M(l,l)u(I,I) is obtained from u(I,I) by trans­
formation of spinor indices, without the additional 
change of sign. Then mt=£(M(O,I),(M(I,O»*). If the 
change of sign does occur, then 

mt= £ (M(O,l) ,- (M(I,O»*)=£ (_M(O,l) ,(M(l,O»*). 

Lemma 6: If detM(O,l)=detM(I,O)= -1, then mt= ~£ 
where '1 is the TCP operation (1) and £ is a proper 
complex Lorentz operation. 

Proof: The operation 'f-1mt satisfies the assumption 
of Lemma 5, and is, consequently, a proper complex 
Lorentz operation. 

Lemma 7: If mt is real and detM(O,I) = 1, then mt 
is a real proper Lorentz operation (not necessarily 
orthochronous) . 

Proof: Since mt is real, we have M(I,O) = ± (M(O,l)*, 
and detM(l,O) = detM(O,I) = 1. So, by Lemma 5, either 
mt=£(M(O,l),M(O,I» (proper orthochronous) or mt 
=£(M(O,I), _M(O,I) (proper antiorthochronous). 

Lemma 8: If mt is real and detM(O,I) = -1, then 
mt= '1£, where '1 is the TCP operation (1) and £ 
is a real proper Lorentz operation (not necessarily 
orthochronous) . 

Proof: Lemma 7 is applicable to the operation 'f-1mt. 
Combining the Lemmas 3, 7, and 8, we obtain the 

following theorem: 

Theorem 1: If an operation mt is real and preserves 
Lorentz covariant relations [that is, satisfies (C), (D), 
and (E) J, then mt is either a real proper Lorentz operation 
01' the product of a real proper Lorentz operation and of 
the TCP operation (1). 
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APPENDIX 

This Appendix deals with real and complex Lorentz 
transformations, their relation to unimodulary, unitary 
and orthogonal transformations, and their finite­
dimensional representations. The results on orthogonal 
groups are not needed in this paper but are given for 
future reference. 

The proper complex Lorentz transformations A are 
defined by 

ATgA=g, 

and 

detA= 1. 

The metric tensor g is 

i-1 0 0 
I 0 -1 0 

g= I 0 0 -1 
l 0 0 0 

gj 
+1 

The matrix s, defined as 

satisfies s2= g. 

[

i 0 
o i 

s= 0 0 

o 0 

o 01 
~ g , 
o 1) 

Denote by u the unitary matrix 

[
0 1 1 OJ 1 0 i -i 0 

u= Y'1 1 0 0 -1 . 
1 0 0 1 

Given any pair a, b, of 2X2 matrices, we may con­
sider the 4X4 matrix A(a,b) defined by 

A (a,b) = u(aXb*)u-l, 

and the matrix R(a,b) defined as 

R(a,b) = sA (a,b)s-l. 

Here X denotes the Kronecker product, and b* is the 
complex conjugate of b. From the simplest properties 
of the Kronecker product, it follows that 

(a) A (a',b')A(a" ,b") =A{a' a",b'b") 

(b) R(a',b')R(a",b") = R{a' a",b'b"). 

Also, 

(c) The complex conjugate of A(a,b) is A(b,a). 

This can be verified by noticing that (aXb*)* 

= (a*Xb)=P(bXa*)P-r, where 

[

1 0 0 
P= 0 0 1 

o 1 0 
000 

and that uP=u*. 
(d) The complex conjugate of R(a,b) is gR(b,a)g. 
(e) If we establish a one-to-one correspondence be­

tween the four-vector z= (ZI,Z2,Za,Zo) and the matrix 

then the transformation Z -+ A (a,b)z corresponds to the 
transformation ~ -+ db+. 

This is verified by straightforward computation. 
The foregoing statements are valid for arbitrary a 

and b. We shall now impose restrictions on these 
matrices. 

(f) If deta=detb= 1, then A(a,b) is a proper complex 
Lorentz transformation and R(a,b) is a proper complex 
orthogonal transformation. 

It is sufficient to prove that A(a,b) is a proper com­
plex Lorentz transformation; the assertion on R(a,b) 
follows then from the definition of R. By the theorem on 
determinants of Kronecker products, detA(a,b) = 1. To 
prove that A(a,b) is a Lorentz transformation, we 
notice that, for 2X2 matrices, the condition deta= 1 is 
equivalent to 

where 

and aT is the transposed of a. Furthermore, the equation 
uTgU= EX E holds. Then 

[A {a,b)]TgA (a,b) = UT-1 (aX b*) TUTgU (aX b*)u-l 

= UT-1(aTXbT*) (EX E) (aXb*)u-1 

= UT-1(EX E) [a-l X (b*)-l] (EX E)-l (EX E) (aXb*)u-1 

=UT-1(EX E)U-l= g, 

which shows that A is a Lorentz transformation. 
(g) It can be shown by a continuity argument that 

every proper complex Lorentz transformation can be 
written in the form A(a,b) with suitably chosen a and 
b. Similarly, every proper complex orthogonal trans­
formation can be written as R(a,b) for some a, b. 

(h) If deta= 1, then A (a,a) is a proper orthochronous 
real Lorentz transformation. 

From (c) and (f) we know that A(a,a) is a proper 
real Lorentz transformation. Since every A(a,a) can 
be continuously connected to unity, it must be 
orthochronous. 

Consequently, if deta= 1, then R(a,a) varies over a 
subgroup of the group of proper complex orthogonal 
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transformations, isomorphic to the group of proper 
orthochronous real Lorentz transformations. The mat­
rices R(a,a) are, in general, not real. 

(h') If deta= 1, then A(a, -a) = -A (a,a) is a proper 
real Lorentz transformation changing the sense of time. 

(i) If deta= detb= 1, and both a and b are unitary 
(aa+=bb+= 1), then R(a,b) is a real proper orthogonal 
transformation in four dimensions. 

We know that R(a,b) is a proper orthogonal trans­
formation whenever deta=detb= 1. We have only to 
show that R(a,b) is real, or, by (d), that R(a,b) 
=gR(b,a)g. Now, since gU=UP(EXE), we have, for all 
unimodulary a and b, 

gR (b,a)g-l = sgu(b X a*)u-1g-1s-1 

= suP (EX E) (bXa*) (EX E)-l~lU-lS-l 
=SUP[bT-lX (a+)-l]~lu-ls-l 
= sU[(a+)-lX bT-1]U-1S-1 = R[(a+)-l, (b+)-l] 

which, for unitary a and b is equal to R(a,b). 

Consequently, if deta= detb= 1 and both a and bare 
unitary, then A (a,b) varies over a subgroup of the group 
of proper complex Lorentz transformations, isomorphic 
to the group of proper real orthogonal transformations 
in four dimensions. These matrices A(a,b) are, in gen­
eral, not real. 

(j) If deta= 1 and a+a= 1, then A(a,a)=R(a,a) 
varies over the group of real proper rotations in three 
dimensions. 

Let now a and b be again two arbitrary unimodulary 
matrices. Consider a quantity u(m,n) symmetric in m 
undotted and in n dotted indices. Transform the un­
dotted indices by a and the dotted indices by b*. This 
induces a linear transformation in the space of the 
(m+1)(n+1) independent components of u(m,n). The 
matrix of this transformation is denoted by D(m.n) (a,b). 
Finally, D(m.n)(a) is defined by D(m.n) (a) =D(m.n) (a,a). 
The representation a ~ D(m,n) (a) is irreducible. For 
every a, the matrix D(n,m) (a) is complex conjugate to 
the matrix D(m,n) (a). 
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Singularities and Discontinuities of Feynman Amplitudes* 

R. E. CUTKOSKyt 

Carnegie Institute of Technology, Pittsburgh, Pennsylvania 
(Received March 31, 1960) 

The Landau singularities of the amplitude calculated from an arbitrary Feynman graph are considered. 
It is shown that the discontinuity across a branch cut starting from any Landau singularity is obtained by 
replacing Feynman propagators by delta functions for those lines which appear in the Landau diagram. 
The general formula is a simple generalization of the unitarity condition. The discontinuity is then 
considered as an analytic function of the momenta and masses; it is shown that its singularities are a sub­
class of the singularities of the original amplitude which corresponds to Landau diagrams with additional 
lines. The general results are illustrated by application to some single loop graphs. In particular, the general 
formula gives an immediate calculation of the Mandelstam spectral function for fourth-order scattering. 
Singularities not of the Landau type are discussed and illustrated by the third-order vertex part. 

I. INTRODUCTION 

KARPLUS, Sommerfield, and Wichmanl and 
Landau2 have emphasized the importance of 

examining the analyticity of the amplitudes correspond­
ing to Feynman graphs, and have discussed some 
simple graphs in detail. Landau has also given a 
criterion for determining the position of certain 
singularities of the amplitude for an arbitrary graph. 
In this paper we shall derive a formula for the dis­
continuity across a cut starting from anyone of 
Landau's branch points, and shall determine where 
this discontinuity is singular. The result is a very 
natural generalization of the well-known expression, 
given by the unitarity condition, for the discontinuity 
across a cut starting from any physical threshold. 
The general result is extremely useful for analyzing 
spectral representations. For example, it leads im­
mediately to an explicit expression for the Mandelstam 
spectral function for the fourth-order scattering 
amplitude.3 

Before proceeding with the calculation, let us 
recapitulate Landau's discussion. He considers the 
amplitude 

(1) 

(where Ai=M?-q? and B is an arbitrary polynomial) 
corresponding to a graph with N internal lines and n 
independent loops. In (1) and the following we adhere 
closely to Landau's notation. The qi are linear com­
binations of the ki and the external momenta Pi. On 
its principal branch F has no singularities for sufficiently 
small, real P?; if the M? are positive, we may take the 

* Supported in part by the U. S. Atomic Energy Commission 
and by the Alfred P. Sloan Foundation, Inc. 

t Alfred P. Sloan Foundation Fellow. 
1 R. Karplus, C. M. Sommerfield, and E. H. Wichman, Phys. 

Rev. 111, 1187 (1958); 114, 375 (1959). 
2 L. D. Landau, Nuclear Phys. 13, 181 (1959). Note added in 

proof. Results similar to Landau's were also obtained by J. C. 
Taylor [Phys. Rev. 117, 261 (1960)], which the author received 
after submission of this paper. 

as. Mandelstam, Phys. Rev. 115, 1742 (1959). 

p? to be positive without passing a singularity, and 
begin the investigation with real Pi4 and imaginary Pi. 
We denote by Za the independent invariants formed 
from the Pi. 

Now introduce the Feynman parametrization 

F= (N -1)1j II(da)II(d4k)BD-No(1-a), (2) 

where D= Li=lNa.A. and a= La •. Let rp=maxk(D) 
(the maximization is carried out with real ki4 and 
imaginary k i ). According to Landau, if min <,0> 0, F is 
nonsingular, where the minimum is taken with respect 
to nonnegative a'S satisfying a= 1. As the p? are in­
creased, the first singularity of F occurs when minrp -+ O. 
This, Landau shows, means that for each i 

a;A.=O, 

and for each closed loop 

Laiqi=O, 

(3) 

(4) 

where the sum is extended over all the lines in the 
loop; moreover, (4) must be satisfied with nonnegative 
a's. Landau pointed out that a singularity exists when 
(4) is satisfied with arbitrary ai, but did not give an 
explicit proof of this; as this point is important to our 
subsequent discussion we show that this follows from 
an analytic continuation in the internal masses, and 
the continuity theorem for singularity surfaces.4 

The following remarks are contained implicitly in 
Landau's paper. 

Let Dm be obtained from D by setting the ai= 0 for 
i>m, and let rpm=maxk(Dm). If for some ai, maxk(Dm) 
occurs for q?-=M?(i~m), then for any other non­
negative ai(i~m), rpm~O. Now, we may choose the 
M?- for i>m so large that rpm is the minimum of <,0 for 
nonnegative a's. For any ai>O(i~ m) and pl>O we 
determine qi which satisfy (4) (this is just the maximi­
zation problem) and define for i ~ m masses M i by the 
equation q?=M? Hence masses exist such that any 

4 H. Behnke and P. Thullen, Theorie der Functionen Mehrerer 
Komplexer Veranderlichen (Springer-Verlag, Berlin, 19304). p. 49. 
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"Landau diagram" corresponds to the first singularity. 
There are two cases to be considered, which can easily 
be distinguished upon inspection of the Landau 
diagram. If some of the masses obtained by the pro­
cedure described are constant, or satisfy a relation 
independent of the a's and the z's, then we do not in 
general have either a solution to (4) or a singularity. 
Otherwise, as the a's and z's are varied these masses 
take on all possible values, in which case it follows 
from the continuity theorem that for any internal 
masses there is always a singularity when Eqs. (3) and 
(4) are satisfied, although this singularity might not 
appear on the principal sheet of the Riemann surface. 

In order to discuss the analytic continuations of F, 
we eliminate the delta function from (2), by replacing 
the ai by Mi, multiplying by a suitable entire function 
of A (say e-A) and integrating over A. This gives the 
equation 

F= (N-l)!! IT (da)IT(d4k)B])-Nii-1 exp( -ii-l). (5) 

In (5), the ai vary independently over any suitable 
contours from 0 to <Xl. We may use this equation to 
interpret Landau's conditions in the complex region. 
We use an idea introduced by Hadamard,5 which has 
already been exploited in a similar problem by Eden. 6 

If we first integrate over the kip, we obtain an integrand 
which is singular when cp vanishes, where in the general 
case cp is an extremum of D. The singularities of F 
occur when some of the ai are fixed at the lower limit 
of integration, while the contours over which the 
remaining ai are" integrated are trapped between 
coalescing singularities. In other words, cp must have a 
double zero with respect to each of the free variables, 
which leads directly to Landau's conditions (3) and 
(4). It is also necessary that for Za in the neighborhood 
of a singularity of F, the contours actually pass between 
these nearly coalescent zeros. We know that this 
occurs when we consider the first singularity; we 
obtain an illustration of the continuity theorem if 
we note that when the Mi are varied, if the Za are 
simultaneously varied so as to keep the zeros in a 
nearly coalescent configuration, the contours must 
remain entrapped. 

Since the integrand in (5) is always singular when 
ii=O, if D vanishes for ii=O the condition of a double 
zero with respect to the free vl!riables is relaxed. In 
this case we might have a singularity even if conditions 
(3) and (4) do not hold, although such a singularity 
could never appear on the principal sheet. We shall 
show, in Sec. III, that an "anomalous" singularity of 
this type actually occurs in the third-order vertex. 

i]. Hadamard, Acta Math. 22, 55 (1898). 
G R. J. Eden, Proc. Roy. Soc. (London) A210, 388 (1952). Note 

added in proof. Mter submission of this paper, the author re­
ceived two papers containing a similar discussion of the complex 
singularities: ]. C. Polkinghorne and G. R. Screaton, Nuovo 
cimento 15, 289 (1960);]. Tarski,]. Math. Phys. 1, 154 (1960). 

II. DISCONTINUITIES OF FEYNMAN AMPLITUDES 

A. Calculation of the Discontinuity 

We shall prove the following theorem: Let F denote 
the amplitude defined by Eq. (1), and let Fm denote 
the discontinuity of F across a branch cut starting 
from a singularity defined by Landau's conditions (3) 
and (4) in which Ai=O for i~m; then 

Fm= (21ri)m 

f 
BIT(d4k)op(q12_M12) .. 'Op(qm2- Mm2) 

X . W 
Am+1•• ·AN 

(The notation implies a particular ordering of the 
lines.) The subscript p on the delta functions means 
that only the contribution of the "proper" root of 
q/' = M /' is to be taken. Equation (6) is a simple 
generalization of well-known results, and follows 
directly from the Hadamard-Eden analysis. 

Consider the contracted Feynman graph obtained by 
fusing the vertices connected by the lines i> m. Let II 

be the number of independent loops in this contracted 
graph. We can choose the kj so that the qi(i~ m) 
depend only on those k; for which j::; II. If the mX411 
matrix 

Ji,jp=iJq?/iJkjp 

is of rank m, we may choose as integration variables 
~i=q? for i::;m, and 411-m additional variables. The 
q/' are the squared distances between certain points in 
momentum space, and the ~i for m<i~411 may be 
interpreted as related angle variables. We shall discuss 
later the circumstance that Ji,j" has a rank smaller 
than m for all kjp.. If the rank is too small only when 
the kip. satisfy particular relations, these exceptional 
points may in general be avoided by appropriate 
indentations of the k jp. contours. We therefore obtain 

J =det(iJ~;jiJkjp.). 

The limits of integration (a;,b j ) for the q? integration 
are the extrema of q? for fixed q?(i<j). This leads to 
the equations (for each loop of the contracted graph) 

L, (i5,jl!3iqip. = 0, (8) 

~here the !3i are Lagrange multipliers. From (8) for 
J=m we see ~hat Landau's conditions (3), (4) imply 
that when a smgularity develops, the point where the 
Ai = 0 for i::; m lies on the boundary of the region of 
integration. Equation (8) also shows that the rank. of 
Ji,jp. is always too small on the boundary of the inte­
gration region, but this gives no difficulty. In certain 
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cases each set of the qil corresponds to two points in 
momentum space; in these cases we interpret the 
qm2 integration as being taken over the closed contour 
which encloses the two points a". and bm where J is 
singular. 7 

For brevity we denote by z a point in the (many­
sheeted) space of the invariants. Let Zo denote any 
point on the singularity surface in question which does 
not also lie on some other singularity surface. 

We first suppose that all the integrations in (7) 
have been performed, except that over q12. Then we 
write 

bl 

F= i dq12(M l2_ q12)-lF (1) (q12). (9) 
Gl 

Now, by hypothesis, (A) F is singular when z ~ Zo, 
and (B) F would not be singular at Zo if the factor 
(M12_ q12)-1 were absent or if the mass Ml were 
changed. Therefore, the contour of the q12 integration 
must pass between the pole q12=M12 and a singularity 
of F(1)(q12) at q12=Q2, where Q2~M12 when Z~Zo. 
We may replace this contour by one on the other side 
of the pole q12- M 12 and a very small circle enclosing 
this pole, where the contour which avoids the pole 
gives a contribution to F which is regular in the 
neighborhood of zo. The singular part of F is therefore 

F.=±27riF(1)(M12). (10) 

The argument given is not sufficient to determine the 
sign. 

Mter applying the foregoing argument in succession 
to the variables q22 .. 'qm-12, we obtain 

F.= f: dqm2(MmLqm2)-lF(m) (qm2). (11) 

In (11) a". and bm are the limits calculated with 
q12 = M;' for i < m. When z ~ zo, it follows from (8) 
that one of these limits coincides with the point 
q",2=Mrr?-. It is obvious that the discontinuity across 
a branch cut starting from Zo is 27riF (m) (M ",n. When 
the q",2 integration is taken over a contour enclosing 
the points a". and bm , the two branches of F. are deter­
mined by whether the pole q",2=Mm2 lies inside this 
contour or not so we obtain the same result. 

We now defi~e the sign of Fm by analytic continuation 
from the case where the masses are such that the 
singularity in question is the first encountered as the 
z are continued through real values from the 
singularity-free region, and z is.a real point just.beyond 
this singularity. It was shown m the Intro~uctlO? t~at 
it is possible to do this. We define the dlscontmUlty 
F",(z) to be the difference betwee~ F~z) a~ calculated 
by giving the masses small nega~t~e ~ma~nary parts 
and that calculated with small posthve Imagmary parts; 

7 For some graphs with more than one loop. several of the q.2 
integrations need to be interpreted in this way. 

that is, 
(12) 

Now consider the q",2 integration: Equation (12) im­
plies that the discontinuity is given by a clockwise 
contour around the pole. But the same result must 
hold for all ql. This proves Eq. (6) for the case that 
the rank of the matrix aqljakil' is equal to m, except 
that in transforming back to the k;I' we must be careful 
to keep only the contribution from the proper root 
of ql=Mil. 

There are two cases in which the rank of Ji,il' is too 
small' either this happens only for z which satisfy , . 
some particular relation, which restricts these z to lie 
on some surface, or else it occurs identically, for all z. 
In the first case, (6) is valid for all nonexceptional z, 
but the discontinuity might be singular when hjl' is 
singular. If the rank is always too small, as when 
m>4v, we consider the singularity obtained by 
eliminating a sufficient number of lines (say for 
m' <i~m) that the rank of the reduced matrix aq?jak;I' 
is m'. The singularity of the larger matrices implies 
that the eliminated qi2 can be expressed in terms of the 
ql for i ~ m'. Hence when we evaluate the discontinuity 
Fm, by Eq. (6), we find that F"" has not a branch point 
but a pole when op.e of the eliminated A. vanishes. 
These exceptional cases will be illustrated in Sec. III. 

B. Singularities of the Discontinuity Function 

We may think of Fm(z) as the difference between 
the values of F(z) on two different sheets, so the 
singularity surfaces of Fm(z) will be contained among 
those of F(z). We discuss these singularities by intro­
ducing N-m Feynman parameters a.(i>m) and 
repeating Landau's calculation. When we integrate 
over the k.", we obtain a singularity for those values 
of the ai for which 

cp = ExtremuIIlk (L.>ma;A.) 

vanishes. However, the variables k.I' are not all in­
dependent, because they satisfy the constraints Ai=O 
for i~ m. These constraints are introduced into the 
extremization by using m Lagrange multipliers, which 
we also call a;(i~m). This leads to the equation 
La;q;" = 0, which is identical to (4). The integration 
over the Feynman parameters is singular when some 
of them are zero, and cp is a vanishing extremum with 
respect to the rest. This leads to Eq. (3) for i>m. We 
are not allowed to omit any of the conditions A.=O 
for i ~ m, so the singularities of F(z) which are also 
singularities of Fm(z) correspond to Landau diagrams 
in which lines have been added to the Landau diagram 
which defined the original singularity. The other 
singularities of F necessarily appear on both sheets 
and cancel when we calculate the difference. As we 
have pointed out before, there is also a possibility of 
non-Landauian singularities. 
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Let us denote by Fm.m·-m(z) the discontinuity of 
Fm(z) across a branch cut starting from the branch 
point for which Ai=O for m<i~m'. We calculate 
Fm,m'-m by the same method used to calculate Fm; we 
use the q? as variables for i~ m'. It is clear that all 
the steps in the proof (except for determination of the 
sign) are identical. Moreover, we find that 

(13) 

[We use Eq. (13) to define the sign of Fm.m'-m.] It 
may be noted that it can be proved independently 
(by extending the argument in the Introduction) that 
the singularity of F which corresponds to Ai=O for 
i ~ m' only appears on one of two adjacent sheets 
connected by the branch point corresponding to A;=O 
for i~ m. 

C. Unitarity Condition 

Consider two graphs, each with m outgoing lines, 
and with rand s incoming lines, respectively. Let F 
and G denote the corresponding amplitudes. The 
unitarity of the S matrix implies that these two graphs 
give a contribution to the imaginary part of the T 
matrix (for r outgoing and s incoming particles) which 
is, apart from numerical factors a)ld with neglect of 
the spins of the particles, 

(14) 

where dTm is the volume element in the phase space of 
m particles. Let qi and Wi denote the momenta and 
energies of these m particles. As a consequence of 
momentum conservation, the qi depend linearly on 
m-1 integration variables k i . With a covariant 
normalization of states, we have 

(15) 

where A i= M l+it- q? for lines belonging to the graph 
F, and Ai=Mi2-ie-qi2 for lines belonging to the 
graph G. 

Equation (17) is just a special case of the general 
discontinuity formula (6) for the graph obtained by 
joining the graphs F and G by the m common lines. 
In (17) the analytic continuations have been defined 
in a particular way (by the ±ie rule), while in (6) the 
masses may be considered to be arbitrary. The dis­
cussion in Sec. n.B of the location of the singularities 
of Fm(z) applies without modification to '[' .. em). 

The correspondence between the unitarity condition 
(17) and the general discontinuity formula (6) suggests 
that the general discontinuity may be looked on as a 
pseudounitarity condition. The particles, instead of 
being divided into the two groups of "initial" and 
"final" particles, may be divided into three or more 
groups. 

III. ILLUSTRATIONS 

In this section we illustrate the results derived in 
Sec. n by applying them to the three graphs shown 
in Fig. 1. 

A. Fourth-Order Scattering 

The singularities correspond to the vanishing of the 
following combinations of the Ai: (13), (24), (12), (23), 
(34), (41), (123), (134), (124), (234), and (1234). The 
ordinary threshold is the (13) singularity. The cor­
responding discontinuity is obtained by replacing A 1-1 

and A g-l by 211'i!5p (Al) and 211'i!5p (Aa). The discussion 
in Sec. II.B shows that this discontinuity has only the 
singularities (13), (123), (134), and (1234). The 
Mandelstam spectral function3 is, apart from a factor 
of four, the discontinuity of this discontinuity function 
across the (1234) singularity, which is 

(18) 

where E is the total energy. We may introduce m-1 
new integration variables ki4 and write (15) as follows: Reverting to the variables used in the proof of (6), 

dTm=d4k1 • • ·d4km-l!5p (q12_M12) . . ·!5p (qm2-Mm2). (16) 

In (16) the qi4 are the same functions of the ki4 as the 
qi are of the k i . The SUbscript p means that only the 
"proper" root of ql=M?, that for which qi4 is positive, 
is to be considered when the integrations are carried out. 

Equation (14) is first obtained for real momenta. 
To continue it to the complex region we introduce the 
explicit forms of G and F, with the notation that qi is 
the momentum of any internal line, and k i is any 
integration variable. Then (14) becomes 

f 
I1(d4k)B!5p (qlLMI2) .. ·!5p (qm2-Mm2) 

<frB(m) = , (17) 
Am+1•• ·AN FIG. 1. Feynman graphs considered in Sec. III. 
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we have 

(19) 

where J = detilqN ilk!, = 24 detqi!' is evaluated for qi2 
= M ? The result of Mandelstam3 and KibbleS is 
obtained from (18) by noting that [detqi!']2=detqiqj. 

The reader will recognize detqi!' as the volume of the 
four-dimensional parallelepiped constructed with the 
qi as edges. The vectors qi have lengths M i, and they 
have such directions that when drawn from a common 
vertex Q, their ends are vertices of the tetrahedron 
constructed from the external momenta (see Fig. 2). 
Complex vectors are to be used in drawing the figure, 
when necessary. This figure (a simplex) is one corner 
of the parallelepiped; its volume V is 1j4! times the 
volume of the parallelepiped. Hence J = 244 !V. 

Landau's condition for the location of the (1234) 
singularity is that the point Q should lie in the hyper­
plane of the tetrahedron. In this case V = 0: It should 

\ 
\ 

\ 
\ 

\ , 
b \ 

\ 
\ 

\ 

FIG. 2. The Mandelstam spectral function is the reciprocal 
of the volume of this figure. 

be noted that the transformation from the kp to the 
qi2 is singular when the tetrahedron degenerates to a 
planar figure. But 4 V is the product of the volume of 
the tetrahedron and the altitude of the point Q from 
the hyperplane of the tetrahedron, and when the 
volume of the tetrahedron vanishes, the altitude, for 
fixed lengths of the qi, becomes infinite in such a way 
that V-I is analytic. 

B. Third-Order Vertex 

The discontinuity across the (123) branch cut is 

Consider the point Q whose squared distances from 
the vertices of the triangle (Pa, Pb, pc) are q? (see Fig. 3). 
The locus of Q in four-dimensional space is a circle 
whose radius K is the altitude of Q from the plane of 
the triangle. Transforming. to new variables, we have 

d4k= Kdq;d3k= Kdcpil(dq?)J3-1, (21) 

8T. W. B. Kibble, Phys. Rev. 117, 1159 (1960). 

FIG. 3. Geometrical con­
struction associated with 
the third-order vertex. 

where J 3=8 detqia is a 3X3 determinant. Hence we 
obtain 

(22) 

Now detqia is 3! times the volume of the tetrahedron 
in Fig. 3, which in turn is tKCt, where (t is the area of 
the triangle. Therefore, 

Fa=2-46,-1 

= t{Pa4+Pb4+PcC 2P}PbL 2Pa2N- 2Pb2pc2}-!. (23) 

We see that Fa, and therefore also F on at least one 
sheet, is' singular when 6,=0. In this example, a 
singularity of the matrix ilq?/ilkp actually is associated 
with a singularity of F. The singularity can be shown 
to correspond, in terms of the Feynman parametrization 
discussed in the Introduction, to the case 0:1 +0:2+O:a = O .. 

C. Example of Redundant Lines 

Consider the graph shown in Fig. 1 which has five 
lines in one loop. Landau's procedure shows there is a 
singularity when all five Ai=O, but this is not a branch 
point. The discontinuity across the (1234) branch cut 
is shown by the method of Sec. lILA to be 

(24) 

where J and q62 are functions of the external momenta 
and of M 1, ••• ,M 4. When the external momenta are 
such that q62=M52, F4 has a pole. Since F4 is the differ­
ence between values of the amplitude F on two adjacent 
sheets, and since the (12345) singularity only appears 
on one of them, F also has a pole. The location of the pole 
corresponds to the possibility of drawing the Landau 
diagram with four-dimensional vectors; the nonexistence 
of a branch cut corresponds to the impossibility 
of buckling the diagram into an extra dimension. 
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The question of consistency of the canonical reduction of general relativity (obtained by e1iIninating 
constraints and also imposing coordinate conditions in the action or generator) is exaInined. It is shown 
that the equations of motion obtained from this "reduced" formalism agree with the original Einstein 
equations. Agreement is also established for the generators of space-time translations. In order to establish 
consistency, it is necessary to discard certain well-defined divergence terms in the original Lagrangian. 
These would otherwise appear as nondivergences in the reduced Lagrangian, incorrectly altering the 
equations. 

1. INTRODUCTION 

As is well known, general relativity differs from all 
other field theories in that its "stress tensor" 

vanishes (to within a divergence) as a consequence of 
the constraint equations of the theory. This singular 
behavior arises due to the invariance of relativity 
under general coordinate transformations. Thus the 
generator of translations with respect to the (arbitrary) 
time coordinate would indeed be expected to vanish 
since any apparent "time" translation could be removed 
by a mere relabeling. Real motion is to be expressed 
in terms of physically meaningful time and space co­
ordinates which must be functionals of the metric. 
Therefore, in order to isolate the dynamics of the 
system (i.e., to obtain the correct nonvanishing stress 
tensor), one must specify the dynamical variables as 
functions of those variables being used as coordinates. 
Such a procedure is equivalent to imposing coordinate 
conditions; it also involves elimination of redundant 
variables by means of the constraint equations. 

This program has been previously carried out,! and 
results in a canonical form for the theory, that is, in 
a "reduced" Lagrangian of the form 

2 

well as those variables being used as the space-time 
coordinates, were expressed explicitly in terms of the 
metric field gil' and its first time derivatives. The form 
of Eq. (1.1) automatically ensured the internal 
consistency of the canonical formalism in that the 
Poisson bracket (P.B.) equations of motion are identical 
with the Hamilton-Lagrange equations of motion 
obtained by varying Eq. (1.1). Correspondingly, the 
canonical momentum PC=-fd3r!,1I'AVt/>A arising in 
the reduced formalism of Eq. (1.1), correctly generates 
spatial translations there: 

(1.2) 

The primary consistency check of the canonical 
formalism, however, lies in the demonstration of agree­
ment between it and the original Einstein equations. 
In the process of eliminating redundant variables some 
subtleties arise, which it is the purpose of this note 
to examine. In particular, we shall verify that indeed 
this "external" consistency does hold and that the 
expressions given for energy-momentum correctly gen­
erate space-time translations in the chosen coordinate 
frame. This result is valid also when matter is coupled 
to the gravitational field (see Appendix). 

£= L 1I'AOt/>Ajot-JC[-n"A,rJ>A], 
A-I 

(1.1) In the canonical reduction to Eq. (1.1) from the 
Einstein-Lagrangian, a complication arises not present 
in analogous situations for particle mechanics or 
simple field theories: a term which, in the original 
Lagrangian (or "Hamiltonian") is a pure divergence, 
may cease to be a divergence upon elimination of the 
redundant variables and hence may contribute to the 

where 4>A,1I'A are two independent canonically conjugate 
pairs of field variables and JC is the nonvanishing 
Hamiltonian density. The functions t/>A and 1I'A, as 

~ ~~~re~c:of&!e~iifi~~~:a~~:~~~rr~~f.dation and equations of motion obtained from the reduced 
t Alfred P. Sloan Research Fellow. Lagrangian (or Hamiltonian). Consequently, a 
1 In text the following papers will be referred to as I through V: Lagrangian obtained by substituting solutions from 

(I) R. Arnowitt and S. Deser, Phys. Rev. 113, 745 (1959); 
(II) R. Amowitt, S. Deser, and C. Misner, ibid. 116, 1322 (1959); the constraint equations into the original one may 
(III) 117, 1595 (1960); (IlIa) present paper; (IV) 118, 1100 give incorrect equations of motion. For example 
(1960)' (IVa) Nuovo cimento (to be published); (lVb) Phys. th . ed I d . I . bl ' 
Rev. (to be pUblished); (IVc) ibid. (to be published); (V) ibid. suppose a eory contrun severa ynamlca vana es 
(to be published). 4>A and a redundant variable C with the constraint 

434 



                                                                                                                                    

CANONICAL REDUCTION OF GENERAL RELATIVITY 435 

equation 
(1.3) 

A term V· vC in the original Lagrangian makes no 
contribution to the equations of motion there, while 
in the reduced Lagrangian (where the constraints are 
eliminated), this term would appear as CP12 and would 
contribute. Further, the addition of a divergence may 
correspond merely to the change of position of a 
derivative in the original Lagrangian. Whether or not 
such terms should be included in the original 
Lagrangian is not directly determined by the original 
field equations. Yet, the decision to keep or drop these 
divergences can strongly modify the resulting field 
equations of the reduced system. 

In Lagrangians of the form obtained by parameter­
izing standard field theories (which form includes 
general relativity as an "already parameterized" case), 
there is a unique specification of what divergence 
terms are to be retained. This requirement leads 
precisely to a form for the field Lagrangian, which is 
the natural generalization of the particle case. In the 
next section it will be shown that upon elimination 
.of redundant variables at this point, the correct 
equations of motion may be obtained from the reduced 
Lagrangian. In Sec. 3, the consistency of the spatial 
generators will be demonstrated. We shall show that 
the expression previously obtained (in III) for the 
momentum density (by inserting constraints and co­
ordinate conditions into the original generator), differs 
from the canonical one merely by a divergence in the 
canonical variables. Finally, some of our results will 
be used to comment (in Sec. 4) on other techniques of 
dealing with general relativity. 

2. REDUCTION OF THE LAGRANGIAN 

It was shown in III that the Lagrangian of general 
Te1ativity, .£GR= (_4g)l4R, could be recast into the 
form2 

.£GR= -gi/hri'jiJt-N"R" 

where 

and 

and 

- 2 [giNo I i+ N i (7r ii_!gii7r)J.i, (2.1) 

7rii == (-4g)l[4rOmn - gm,,4rOpqgpqJgmigni. 

(2.2a) 

(2.2b) 

(2.3) 

--;-We use units such that ,,=161r,),c-4=1=c, where,), is the 
Newtonian gravitational constant. Latin indices run from 1 to 3, 
Greek from 0 to 3, and :x"=t. All tensors and covariant operations 
.are three-dimensional unless specified; 3R is the curvature 
-scalar of gi; (not 'g •• ) and gii (",,4gii) is the matrix inverse to gij. 
The vertical bar "I" indicates covariant differentiation with 
respect to gil, and No is treated as a three-scalar. Ordinary differ­
,entiat ion is denoted by a comma or the symbol 0 •. 

This Lagrangian is of the general form3 

N+4 
.£= 2: 7rIOcpl/iJt- N p.R"(q,J,7r J) 

1=1 

which form is also found when matter is coupled to 
the gravitational field (see IV and V). The same 
structure arises upon parameterization of standard 
field theories (e.g., the scalar meson example in III), 
and is the straightforward generalization of the 
parameterized particle Lagrangian4 

M 

L=2: piqi'+PM+1qMW-NR, 
i-=l 

where the constraint R may be taken as R == PM+! 
+X(P .. ,qi); a prime denotes a derivative with respect 
to the (arbitrary). parameter T which replaces the 
time in this formulation. Note that the divergence 
term of oC in Eq. (2.4) is determined uniquely by the 
requirement that the R" not be functions of the 
Lagrange multipliers N ". For example, gradients 
appearing in R" cannot be moved by means of integra­
tions by parts, which would give rise to gradients of 
N" outside the total divergence term; this is not 
allowed in the standard form of Eq~ (2.4). 

In the remainder of this section, we shall compute 
the equations of motion obtained by varying the action 

(2.5) 

and we shall insert into these the solutions of the 
constraint equations and the coordinate conditions. 
(The term 'Ji ,j in.£ does not contribute in this analysis.) 
We will then verify that these equations agree with 
those obtained by varying the reduced Lagrangian 
'£R; here oCR is that Lagrangian obtained by substituting 
constraints and coordinate conditions into .£ with the 
divergence 'Ji.i discarded. 

The constraint equations R"=O result from varying 
N ". They state that four of the momenta 7rI are not 
independent canonical variables, corresponding to the 
fact that four of the q,I are not really field variables, 
but rather physical space-time coordinates. We assume 
that cpI and 7rJ are so chosen that the coordinate 
conditions 

(2.6) 
3 Since constraint equations, by definition, contain no time 

derivatives, their solutions never eliminate them. Thus a total 
time derivative in the Lagrangian is harmless and 1t'iJrII> is equiva­
lent to -rpo(J1r there, either before or after the elimination of 
redundant variables. For further discussion of the relation of 
total time derivatives to canonical transformations, see IVa. 

4 See, for example, C. Lanczos, The Variational Principles oj 
Mechanics (University of Toronto Press, Toronto, Canada, 1949), 
or II. 
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are physically acceptable. S With the convention that and 
the index A runs from 1 to N, we write the solutions 
of the constraint equations ~RI'(Y)/~'lrA(X)= - f d4Z[~'J"Oa(Z)/~'lrA(X)J 

aI/~N I'=RI'('lrN+P.,tjJA,'lrA,qJN+") =0, 

in the form 

(2.7) 

(2.8) 

Since RI' may involve spatial derivatives, we use the 
functional notation 'J"O,,[tjJA,'lrA,qJN+l'] to take into 
account the possible appearance of operators such as 
(l/vn) in Eqs. (2.8). Indeed, just this circumstance 
(having no simple analog in particle mechanics) gives 
rise to the "divergence" problem under discussion 
here. 

Varying tjJA and 1rA in the action integral yields the 
equations of motion 

O'lrA(X)/Ot= - f d4yNI'(y)[~R"(y)/W(x)J (2.9a) 

otjJA(x)/at= f d4yN,,(y)[~RI'(Y)/~'lrA(X)]. (2.9b) 

Since the R'" contain no time derivatives, ~R"(y)/~A(X) 
will contain ~(yO-XO) as a factor; however, spatial 
derivatives of tjJA in RI' produce derivatives of delta 
functions in ~RI'/~A, and thus spatial derivatives of 
NI' may appear when the integral in Eq. (2.9a) [or 
Eq. (2.9b)] is evaluated. The equations 

serve to determine the Lagrange multipliers N I' when 
the functions tjJN+" are specified by the coordinate 
conditions. 

In order to substitute the solution of the constraints 
Eq. (2.8), into the dynamic equations (2.9) we expand 
R" in a functional Taylor series6 about the point 
'lrN+1' = 'f0l' (indicated in the following by 'Ir= 'f). The 
zeroth-order term vanishes and we have 

RI'(y) = f d4z['lrN+a(Z)- 'f°a(z)] 

X[oRI'(Y)/~N+a(Z)]".='l'+···, (2.11) 

This allows us to compute 

~Rl'(y)/~A(X)= - f d4z[~'J"Oa(z)/~A(x)] 
X[~RI'(Y)/~N+a(Z)],..='l'+··' (2.12a) 

6 For general relativity, the main requirement is that these 
conditions are consistent with an asymptotically fiat metric at 
spatial infinity. 

• V. Volterra, Theory of Functionals (Blackie and Son Ltd., 
London, 1930), p. 25. 

where the terms represented by ... contain [1rN+a 
- 'fila] as a factor and so vanish when the constraints 
are inserted. We now substitute Eqs. (2.12) into 
(2.9) and eliminate 'lrN+a by using Eqs. (2.8). The 
coordinate conditions (2.6) reduce Eq. (2.10) to 
Ol'o=fNa~Ra/~N+I" By using these results, the 
dynamic equations then become 

(2.13a) 

These equations, equivalent to the original set [Eqs. 
(2.9) and (2.7)] under the coordinate condition 
OotPN+I'=~"o are easily seen to be just the Hamiltonian 
equations obtained from the Lagrangian 

where 

N 

"cR= .E 'lrAOtjJA/ot-3C, 
A=l 

(2.14a) 

(2.14b) 

Note that only the differential statement of the 
coordinate conditions, iJo¢N+I'=~l'o, was needed in 
deriving the preceding result. In Eq. (2.14b) we have 
assumed that these coordinate conditions are chosen 
in such a way that 'fIlo has no explicit x" dependence 
in order that a set of standard conservations laws hold. 7 

For general relativity, one must rearrange the 
gijOt'lrii part of the Lagrangian of Eq. (2.1) in order to 
explicitly apply the general methods discussed above. 
This is accomplished by making an orthogonal decom­
position on 'lrii and gij similar to the one used in III. 
We write 

gii=O;j+hij 

= oij+hij
TT +t[~ijhT - (l/vn)hT ,ii] 

+hi,j+hj.i (2.1Sa) 

(2.15b) 

Note that V2jj'T used here is just 'lrT of III and hij 

approaches zero asymptotically. The Lagrangian (2.1) 
now becomes . 

"c = 1riiTTO thi / T + VlhToo( - tjj'T) - 2'1r ij ,jiJOhi 
+N ~"+5"i.j. (2.16) 

7 That this can in fact be achieved for general relativity was 
shown in III. 
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In obtaining Eq. (2.16), various spatial divergences 
have been included in <J/i. i and a total time derivative 
neglected.3 By choosing 

(2.17) 
one has 

£=7riiTTathi/T - (- 'V2hT)atf/l'-Kl- 27rii ,jatf/l'+i 

+N~I'+<J'i.i' (2.18) 

The formal derivation now follows with the association 

(2.19) 
7rN+O= 'V2hT, lrN+;=-21rii .j, 

since £ is now in the form of Eq. (2.4). As was discussed 
in III, the constraint equations RI'=O can indeed be 
solved for lrN+1' and are independent of xl" when the 
coordinate conditions cpN+1' = x" are imposed. 

The divergence <Ji,j in Eq. (2.4) played no role 
whatsoever, as a divergence never affects a variational 
derivative. However,.£R of Eq. (2.14) will not necessarily 
be the reduced Lagrangian obtained by inserting co­
ordinate conditions (2.6) and constraints (2.8) into 
the original Lagrangian of Eq. (2.4) unless <Ji,j is 
dropped, as was illustrated by the simple example in 
Sec. I. (If some particular <Ji ,j happens to remain a 
divergence after cpN+l', 7rN+1' and N I' have been elimi­
nated, the reduced Lagrangian will be equivalent to £R, 
but in general the correct way to obtain £R is to drop 
the <Ji , j term before eliminating the redundant variables.) 
In relativity it is very easy to obtain equations such 
as acpA/at=O=alrA/at by including a wrong divergence 
term in .£ while substituting constraints. In fact, it is 
easy to obtain such equations for variables cpA and 11' A, 

which are not even constants of motion in the linearized 
approximation. 

The result obtained in this section is not an un­
expected one. If one drops the term <Ji,j in Eq. (2.4) 
(which does not affect the equations of motion obtained 
from '£), £ becomes just the field analog of the parame­
terized particle Lagrangian. It is well known4 in the 
particle mechanics case that one can then impose the 
constraint and coordinate conditions without error. 

3. REDUCTION. OF THE GENERATOR 
AND FIELD MOMENTUM 

We consider here the generator associated with the 
Lagrangian of Eq. (2.4). As was discussed in III, the 
process of reducing the theory to canonical form can 
be carried out directly in the generator. We will show 
explicitly that this reduction is identical to the previous 
one. In addition, it will enable us to display the field 
momentum density automatically. We will see that 
this differs from the field momentum density derived 
from the reduced Lagrangian, Eq. (2.14), by a di­
vergence of canonical variables (a "true divergence"); 
this will check the consistency of the spatial displace­
ment generators. 

The generator arises from the Lagrangian of Eq. (2.4) 
(with the <Ji,j now discarded) as the surface integral 
term in the endpoint variation of the action. It has 
the form 

(3.1) 

The stress tensor <[,01"' vanishes (to within a divergence) 
as a consequence of the constraint equations, which 
again reflects the general covariance of the theory. 
Thus, the canonical tensor which arises when one 
makes arbitrary coordinate variations axl" in Eq. (2.S) 
(but no associated Lorentz transformations) is given by 

<['V=N~" (3.2) 

and 
NH 

<fOk ' = - L: lr[fll,k. (3.3) 
1=1 

The constraint equations RI"=O obviously account for 
the vanishing of <fOo' and we will see that <['Ok' also 
vanishes (to within a divergence). The generator 
therefore becomes 

(3.4) 

On inserting solutions (2.8) of the constraint equations 
and the coordinate conditions (2.6), one has 

which is the standard canonical form for a field theory 
generator with N canonical pairs of variables cpA,7rA 
and a generator of space-time translations f <fO l'oxl'd3r. 
The Hamiltonian JC= - f d3r<fOo is identical to the one 
obtained in Sec. 2, thus showing the correctness of the 
time-translation part. From the reduced Lagrangian 
£R of Eq. (2.14), one knows that the correct generator 
of space translations is the canonical field momentum 

(3.6) 

{By Eq. (3.6) and the fundamental P.B. relations, one 
has U,Pk]=akj}. From Eq. (3.3), one has 

3 

<fOk'= <[,COk - L: 7rN+p.cpN+".k. (3.7) 
I'=i> 

On inserting the solutions of the constraint equations. 
(2.8) and the coordinate conditions (2.6), one obtains 

(3.8) 

Thus, the vanishing of <fO/ coincides with the 



                                                                                                                                    

438 ARNOWITT, OESER, AND MISNER 

<:onsistency requirement for the spatial-translation 
generators. 8 

We now show that <fO", differs from «CO'" by at most 
a divergence of the canonical variables. We limit 
()urselves to the case of general relativity. Here cpA 
'ShuTT, rA=rijTT, <fOo=V2hT, and <fOi =-2rii,i 
(notation is as in Sec. 2), while <[C°k= -riiTThi/T,k. 
The constraint equation which determines <fOi in terms 
()f the canonical variables reads 

(3.9) 

and can be written as 

-2r/,j= -2(gikrki) ,j= -r1igli,i' (3.10) 

On inserting the orthogonal decomposition for rii,glj in 
Eq. (3.10), one has 

- 2r/ .j= -rli'l''l'hl/''l' ,i- [2r l (hl/'l' ,i+hl/ .i) 
-tr 1iTT(1/V2)hT ,Ii] ,j' (3.11) 

It is now necessary to show that the [],; tenn of 
Eq. (3.11) is indeed a true divergence in the sense 
that f[ ] ,id3r vanishes for arbitrary values of the 
<:anonical variables. These latter must vanish rapidly for 
the system to be bounded (see IVb). When rl and gT 
are expressed in terms of the canonical variables, they 
are seen to decrease as 1/r at infinity. Thus all the 
terms in the bracket vanish faster than 1/r2, and 
therefore - 2r/ ,j differs from 'l'coi by a true divergence. 
Further, since 

we find 

-2r/.i= -2rii,i+2[rli(hilTT+hi/)J.j, (3.12) 

where the bracket in Eq. (3.12) is also a true divergence. 
Hence 

Fi= f (/lr'J'C°i = f <fOiaar= -2 f aanii,j' (3.13) 

This establishes explicitly that the term f aar<fO,{jxi 

arising in Eq. (3.5) correctly generates spatial transla­
tions. The result holds also when matter is coupled to 
the gravitational field, as shown in the Appendix. 

Equivalence between <fOk and 'l'cok is valid for a 
parameterized Lorentz covariant theory as welL If the 
parameterization is carried out by rewriting the 
Lagrangian in a generally covariant fonn, but with 
g~v='1/a{3(acpN+a/axl')(aqJ'+f3lax·) (where 1/a{3 is the 
Lorentz metric), then one finds for the <fOk of Eq. (3.5) 
the standard symmetric stress tensor of the original 
theory.9 As is well known, this differs by a divergence 
from 'l'co k. 

8 Conversely, the physical requirement that TO;' must vanish 
since it is the generator of translations with respect to the parame­
ters (on which the theory does not depend), would then lead to 
the equivalence of TO, and reo,. 

9 It might be noted that the alternate type of parameterization 
carried out for the scalar meson field in III, would lead to the 
canonical tensor for 'fDk • 

4. DISCUSSION 

In the preceding sections we have seen that in a 
Lagrangian of the form 

N+~ 

£= L rl&ll/at-NjARjA(rJ,cpJ), (4.1) 
[=1 

one may insert the solutions of the constraint equations 
rN+~= '['O~ and the canonical coordinate conditions 
at<PN+jA=fJo~ to obtain a reduced Lagrangian 

N 

£R= L rAacpAlat+<fOo[rMpAJ (4.2) 
A=! 

whose equations of motion are equivalent to those of 
Eq. (4.1). Consequently, given a Lagrangian that 
differs from Eq. (4.1) by a total 3-divergence, the 
consistent reduction method requires that this di­
vergence be neglected before eliminating the constraints. 
In general relativity, then, the last tenn in Eq. (2.16) 
should be omitted (as was done in III). Thus, the 
canonical equations of motion in III are correctly the 
Einstein equations. Indeed, if one had included the 
divergence which actually appears in Eq. (3.1), the 
energy obtained from the reduced Hamiltonian for the 
Schwarzschild solution would have become 1m rather 
than m. Similarly, this Hamiltonian would give rise 
to wrong equations of motion even in the linearized 
approximation. 

It was also seen that the generator associated with 
the Lagrangian of Eq. (4.1) gives rise, when constraints 
are eliminated and coordinate conditions imposed, to 
the generator obtained from the reduced Lagrangian 
of Eq. (4.2). Thus the consistency of the spatial 
translation generators is guaranteed. 

Recently, Dirac10 has suggested an entirely different 
procedure for obtaining a nonvanishing Hamiltonian 
in general relativity. His analysis is perfonned within 
a generalized Hamiltonian formalismll and does not 
make direct use of ,the fact that general relativity is a 
parameterized theory when presented in generally 
covariant form. The method involves writing the 
vanishing Hamiltonian NjARjA as 

and dropping a particular divergence in the last term. 
Thus, before the redundant variables are eliminated, 
the new Hamiltonian density is weakly a divergence. 
Next, the redundant variables are eliminated by means 
of the constraint equations, and one arrives at a 
reduced Hamiltonian which is not a divergence in 
terms of the remaining variables. The situation here is 
just of the type discussed in Eq. (1.3). Such a procedure 
seems to us to be logically incomplete. While with the 

10 P. A. M. Dirac, Phys. Rev. 114,924 (1959); Proc. Roy. Soc. 
(London) A246, 333 (1958); Phys. Rev. Letters 2,368 (1959) 

11 P. A. M. Dirac, Proc. Roy. Soc. (London) A246, 326 (195il). 
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particular choice of divergence that Dirac makes, the 
reduced Hamiltonian gives correct equations of motion 
in the linearized approximation, no general proof is 
given that the full theory is correct in this respect. It 
is of interest to note however, that Dirac's choice does 
lead to the correct numerical value of the energy.12 

APPENDIX 

Here we extend, for the case of coupling, the proof 
given in text that the field energy momentum of the 
reduced generator correctly generates space-time trans­
lations. For the momentum, our derivation consists, as 
in Sec. 3, in showing that this momentum density 
differs from the canonical one by a true divergence. 
In V, it is shown that when the Maxwell field and 
point charges are coupled to the gravitational field, 
the coefficient of ox; in the total reduced generator is 
still -27r';,j. The effect of the matter enters through 
the constraint equations used to solve for - 27rij ,i in 
terms of the canonical variables of all the fields. Thus, 
Eq. (3.9) now reads 

(Al) 

12 Since Dirac's Hamiltonian differs from zero by a divergence, 
its numerical value for a computation of the energy is given by 
this divergence. Thus 

E= - Jd3r[g-i(ggii),iJ..= - j'g-'(ggii),idSi. 

On introducing the orthogonal decomposition of the metric 
[Eq. (2.15)J, we may, in the surface integral at spatial infinity, 
neglect all terms beyond the linear one since gii --+ Oil at spatial 
infinity. This gives E=_j'[gT,i+(gi,i-gi,i),iJdSi, but the 
second term vanishes by Gauss' theorem, leaving 

E= - j'gT.idSi' 

the coordinate independent value obtained in III and IV. This 
is also equal, as Dirac has noted, to the value obtained from the 
surface integral form of the Einstein pseudotensor. (This discus­
sion assumes g"" .. ",1jr at spatial infinity; see IVc for a more 
general treatment.) 

where the matter momentum density is 

r MOk= BkiSi+[pk(t)-eA kT]li3[r-r(t)]. (A2) 

In Eq. (A2) , Bki:i?AjT,k-AkT,i is the magnetic field, 
Si;;;;;;tOi is the electric field density and A kT is the 
transverse part of the vector potential. The quantities 
rk(t) and p,,(t) are the canonical variables of the 
particle. Hence r MOk is independent of the metric and 
has the same form as the symmetric stress-tensor's 
momentum density in flat space. Consequently, it 
differs from the canonical momentum density, 

r~ok= SiTAiT,k+Pk(t)li3[r-r(t)] 

only by a divergence. The proof of this makes use of 
the fact that E= ET+V(1jV2)eli3, where V2 is the flat 
space Laplacian operator. 

From Eq. (AI), one obtains the extended form of 
Eq. (3.11): 

- 27r/ ,i= _7rlmTTglmTT ,i+ r MOi+~ii ,,., (A3) 

where ~ii,i is the divergence in Eq. (3.11), Hence 
-27r/,i differs by a divergence from the total canonical 
momentum density, 

r coi= _7rlmTTglmTT,i+r~oi' (A4). 

Finally, as was shown in Eq. (3.12), - 27r/,; differs 
from _27r ii,i by a divergence. 

That - V2gT correctly gives rise to time translations 
in the coupled case, follows immediately from the 
results of Sec. 2. In V, it was shown that the coefficient 
of ate -!7fT) in the Lagrangian of Eq. (2.18) was 
unaltered by the presence of matter. Therefore, the­
discussion of Sec. 2 is completely unchanged by 
coupling, 
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The possibility is examined that physical space is characterized 
by a torsion, or an asymmetric connection, which is determined 
by the matter field. There exists a space with uniform torsion 
with the same metrical properties as conventional microspace j 
it is isotropic and homogeneous with a very large radius of cur­
vature (R~1()28 cm). The momentum operators form a group and 
for practical purposes commute. The torsion defines at every 
point two kinds of parallel transfer or two screw motions of 
opposite helicity. There are, consequently, two kinds of spinor 
field associated with the space j they are distinguished by opposite 
coupling to the torsion. Viewed from within the Lorentz group 
the torsion produces an axial vector interaction. To interpret the 

1. INTRODUCTION 

() UANTUM electrodynamics does not exclude small 
~ departures from a Euclidean spacetime in situ­
ations where it has been tested and large departures at 
smaller distances. The failure of parity conservation, 
the new conservation laws, which are foreign to the 
Lorentz group, and the old difficulties of field theory 
suggest that the usual assumptions about microspace 
should be reexamined. 

The vacuum correlation functions of quantum field 
theory (e.g., <1/; (x)1/t (x'))) presumably characterize empty 
space; nevertheless, they are calculated under the 
assumption that configuration space is Euclidean. This 
procedure appears to ignore Mach's principle in the 
sense that configuration space is postulated to be 
independent of the matter field. At the same time the 
matter field does define, in terms of such correlation 
functions, a mathematical structure to be associated 
with space, but which does not, according to the usual 
theory, determine the geometry of that space. 

Here we investigate, in a preliminary way, a gener­
alized spacetime in which the structure of the contin­
uum and certain quantum expectation functions are 
codetermined in accord with Mach's principle. In par­
ticular, the possibility is examined that physical space 
is characterized by a torsion, which is determined by 
the matter field. With respect to metrical properties, 
the proposed space agrees with conventional micro­
space; it is isotropic and homogeneous, with a very large 
radius of curvature (~1(J2B cm). The particular model 
considered does not admit space inversions. It turns 
out that the proposed theory may describe, if it has any 
physical content, a universal axial vector coupling. 

Attempts to generalize the theory of gravitation have 
concentrated on the role of the electromagnetic field. 
Here, on the contrary, we work in the neutral approxi­
mation suggested by elementary particle theory: all 

given mathematical model, it is suggested that there exists a 
universal axial vector coupling between fermions represented by 
the spinor fields and bosons associated with the torsion; and that 
this interaction manifests itself macroscopically as a torsion of 
space, in the same general way that gravitational interactions 
correspond to a curvature of space. This general assumption leads 
to cosmological models characterized by relations connecting the 
average density of matter and the strength of the assumed inter­
action. For the observed average density of matter in the known 
universe (,,-,10-3<) gjcm3) the proposed axial vector coupling turns 
out, for a space of uniform torsion, to be of the order of the strong 
interactions. 

particles are regarded as neutral and tbe electromag­
netic field vanishes identically. One might hope to get 
in this way a unified theory of the Fermi and gravita­
tional interactions, which have the common properties 
of weakness and universality. There is nothing, how­
ever, in this approach, which obviously excludes the 
strong interactions and in fact the vanishing of the 
electromagnetic field is the condition for the exact 
isospin symmetry which characterizes the strong 
couplings. 

The mathematical basis for our work was given by 
Cartan and Schoutenl ; an adaptation of their work for 
the purposes of this paper will now be presented. 

2. COORDINATE AND ENNUPLE 
TRANSFORMATIONS 

We consider a four-dimensional continuum in which 
the coordinates x label the abstract points. It is postu­
lated that the physical laws do not depend on how this 
labelling is done, i.e., that the physical laws are co­
variant under the general coordinate transformation 

(2.1) 

Equation (2.1) induces the tensor transformation of a 
contravariant vector 

(2.1a) 

and corresponding transformations for other tensors. 
In addition to the global coordinate transformations, 

it is also necessary to consider certain local transfor­
mations (of ennuples). An ennuple is defined to be a 
set of n linearly independent vectors,2 AI'., where the 
latin index indicates the vector; then 

1 E. CartanandJ. A. Schouten, Akad. van Wetens., Amsterdam, 
Pree. 29, 803 (1926). 

* This work was supported by the National Science Foundation. 2 Although ennuple refers to arbitrary n, here it will always 
t J. S. Guggenheim Fellow, 1959-1960. mean n=4 or n=3. 
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An ennuple transformation is defined as follows: 

'X'='Xa. 

(2.2) 

(2.2a) 

The determinant 'X is therefore a pseudoscalar. Ennuples 
are important in any generally covariant spinor theory 
because they are needed to define spin transformations 
and the Lorentz limit of the general theory. Moreover, 
the structure of a space which admits distant parallelism, 
such as' we shall discuss, may be exactly specified by a 
parallel ennuple field. 

Since 'X does not vanish, it is possible to find a 
covariant vector 'XI .. , such that 

(2.3a) 

(2,3b) 

where L"Pr6 is the curvature tensor [see Eq. (7.1)]' 
We shall assume that the conditions (4.1b) are satisfied, 
and that it is therefore possible to associate with a 
vector at P another vector at any other point P' in a 
way which depends only on the points and is inde­
pendent of the path joining them. (A +) is said to 
define an infinitesimal parallel displacement and vectors 
related by the integration of (4.1a) are said to be 
(+) parallel. The condition (4.1b) is the condition of 
(+ )-absolute parallelism according to which finitely 
separated vectors may be said without ambiguity to be 
parallel. 

When this is the case the manifold may be specified 
by an ennuple field as well as by a connection, for we 
now have 

By (2.3b), 

The two ennuples Xa. and 'X'a may be called reciprocal. D'afJ= -x i"a'Xlli/aXfJ= (a'X ia/dXfJ)X#\. (4.2a) 

They are not contravariant and covariant components The antisymmetric part of the connection is 
of the same vector unless a metric is so defined that 

Then 
or 

where 

(4.2b) 

(4.2c) 

However, consideration of the nature of the metric d{J=djdX{J. 
will be deferred until the connection has been discussed. The following invariants will also prove to be important: 

3. CONNECTION 

Associate with a given vector Xil at xl' another vector 
X"+oXI' at a nearby point according to either of the two 
equations 

0'X1'= - LI' ,,~xa'XfJ, 

0'X1'= -Ll'a{JX"ox{3. 

(A -) 

(A +) 

0'X1' is not a vector in general and U ,,(J not a tensor. 
Let the symmetric and antisymmetric parts of L be 

r ILa{3=t(Ll'a{J+LI'{J,,), 

nl'a{3=t(D'a{3-LI'Pa), 

(3.1a) 

(3.1b) 

where nit all, which is called the torsion, is a tensor and 
its contraction is a vector. 

4. ABSOLUTE PARALLELISM 

By integrating (A ±) along a particular path, we 
may associate two 'X's at the end of the path with the 
initial vector. However, the final vectors will depend on 
the path in generaL 

Consider (A +) first. In order that the final vector 
be independent of the path, the following equation 
must be integrable: 

XJ.l1{3+:=dXltjaxP+XaD',,{J=O' (4.1a) 

(4.3a) 

The inverse relation expresses the torsion in terms of 
these invariants and the components of the ennuple 

(4.3b) 

Expressed directly in terms of the ennuple, these 
invariants are 

(4.3c) 

5. DISPLACEMENT OPERATORS 

Because of their relation to the momentum, displace­
ment operators are of fundamental physical significance. 
They are now defined as follows: 

(5.1) 

where Xi means the gradient operator in the direction 
of 'Xi. The commutator of two displacement operators is 

where 
(S.2a) 

(S.2b) 

The displacement operators do not commute unless the 
torsion vanishes. They do form a a group, however, if 
the structure constants Ciik are constants which satisfy 
the Jacobi relations; we return to this point later. 

6. TORSION 
The conditions of integrability are 

In the usual theory of gravitation the connection is 
(4.1b) symmetric and the torsion therefore vanishes. In the 
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kind of manifold now under consideration the torsion 
does not vanish, but for simplicity we restrict ourselves 
to spaces which are homogeneous with respect to it. 
Since absolute parallelism has been defined with respect 
to the (+) connection, uniform torsion will be defined 
with respect to the same connection; and the conse­
quences for the (-) connection will be examined later. 
Therefore the condition of uniform torsion reads 

The corresponding condition 

P'a/lI'Y+=O 

(6.1) 

is not a tensor equation in general, and (6.1) is therefore 
the simplest differential restriction of the connection. 
The left side of (6.1) means the (+ )-covariant deriva­
tive with respect to D'a/l and is an abbreviation for 

Q"a/lI'Y+= a'YQ"a/l+Q" a/lL""'Y- Q",,{3L" a'Y-QI'a"L"/I'Y (6.2a) 

= QI' a/l,'Y+Q" a/lQ""'Y-QI',,/lQ" a'Y-Q"a"Q"/I'Y, (6.2b) 

where Q"a/l,'Y is the covariant derivative with respect to 
r"a/l. The procedure followed in imposing (6.1) is very 
special. In a more complete theory permitting variable 
torsion, Eq. (6.1) would represent only a special class 
of solutions. 

7. CURVATURE TENSORS 

In general one may define the curvature tensors3 

L"a/l'Y= (l-p/I'Y){a/lL"a'Y+ L"a'YL",,/I}, 

B""/I'Y= (l-p/I'Y){a/lr""'Y+r ""'Yr ""/I}' 

QI' <>/l'Y = L" ,,/I'Y - B" ,,/I'Y 
= (1- P/l'Y) {Q""'YI/l++QI'<T"yQ" "/I+Q"",,Q"/I'Y)' 

(7.1) 

(7.2) 

(7.3) 

where 1-P/l'Y indicates antisymmetrization with respect 
to (/3'Y). Because of the (i3'Y) antisymmetry there are 
only two contractions of Band Q. 

The manifold under consideration is defined by the 
conditions (4.1b) and (6.1). The B",,/I'Y satisfy the fol­
lowing symmetry conditions: 

From (4.1b) and (7.4a) it follows that 

QI'''/I'Y+Q''/I'Y,,+n'''Y''/l=o. 

From (6.1) and (7.3) 

and 

n" a/l'Y = QI' ""Q"/I'Y' 

B" a/l'Y = Q" ""Q"/I'Y' 

(7Aa) 

(7.4b) 

(7.Sa) 

(7.5b) 

(7.6a) 

There is only one nonvanishing contraction of B""/I'Y' 

3 L. P. Eisenhart, Non-Riemannian Geometry (American Mathe-
matical Society, New York, 1927). . 

namely, 
(7.6b) 

since Ba/l is symmetric. 
The preceding results depend on the assumptions of 

(+)-absolute parallelism (4.1b) and (+)-uniform 
torsion (6.1). 

8. (-) CONNECTION 

Denote the (±) connections by Va/l(±). Then by 
definition 

V"/I(-)=L"/I"(+)' 

r",,/l( -) =P'''f/(l), 

QI'''/I( -) = -QI',,/I( +). 
By definition of (+) and (-) derivatives (6.2b), 

!(QI''''YI/l+-QI'a'Ylr) = QI''''YI/l+-QI''''Y,/I 

(S.la) 

(S.1b) 

(S.lc) 

=n""')'n",,/l+n"/laQl' .. ')'+w,\,/ln",,a, (S.2) 
and 

(S.2a) 

according to (7.Sa). 
Hence the given space has uniform torsion with 

respect to both (+) and (-) connections. 
Since B depends only on r, it is unchanged by the 

transformation (S.l) 

B"a/l'Y(+)=B",,/l'Y(-)' (S.3) 
By Eq. (7.3) 

QI' "/I'Y( + ) - nl' a/l')'( - ) = (1- P /l'Y)[nl' "'YI/l++QI' ,,')'1 r]. 

By (S.2a) 
QI'''/l'Y( +) = Ql'a/l')' ( -). (SA) 

By (S.3) and (SA) 

L"a/l'Y( -) = LI'a/l'Y ( +) =0. 

Hence, if the (+) curvature vanishes, the (-) curva­
ture does also. Therefore the given space admits 
absolute parallelism with respect to both (+) and (-) 
connections. 

9. DISPLACEMENT GROUP 

The displacement operators X" are the symbols of a 
continuous group provided that the coefficients Cijk in 
Eq. (5.2) satisfy the following conditions: 

(9.1) 

(9.2) 

(9.3) 

By definitions (4.3a) and (5.2b) Cijk is antisymmetric in 
k and j because QI' a/l is antisymmetric in a and /3. The 
Jacobi relations (9.2) are satisfied in virtue of (7.5a). 
That the Cijk are constants may be seen as follows. We 
have 
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by (4.1a), (4.3a), and (8.2). But Wiik is an invariant. 
Hence 

Therefore, the Xic do define a group. 
The Cartan group metric may be defined in the usual 

way, 
(9.4) 

Cartan's criterion that the group be semisimple is that 

U= IUmnl ¢O. (9.5) 

In the Appendix it is shown that 

Our other assumption about the metric (10.1) 
permits us to solve (10.3) simply, with the result 

(10.5) 

where { } is the Christoffel symbol. It is therefore no 
longer necessary to distinguish between covariant de­
rivatives with respect to rand { } . 

If (10.2b) is subtracted from (10.2a) the result is 

or 

U=O (9.6) where 

(10.6) 

(10.7) 

(10.7a) for a four-parameter group. Hence the group of dis­
placement operators is not semisimple. 

From Eqs. (4.3b), (7.6b), and (9.4), we have 

(9.7) 

From (9.6) and (9.7) it follows that the determinant 
of Ba~ vanishes: 

(9.8) 

10. METRIC 

The manifold so far discussed has no metric proper­
ties. To connect with either the quantum theory of 
fields or the classical theory of gravitation a metric 
must appear at some stage. In the nonsymmetric 
theories of Einstein and SchrOdinger, the metric, like 
the connection, is asymmetric; but the asymmetry in 
the metric is there interpreted in terms of an electro­
magnetic field, which vanishes in our neutral approxi­
mation. We are here going to assume that the metric is 
symmetric: 

(10.1) 

In addition it will be assumed that the space is 
homogeneous with respect to the metric in the same 
sense that it is with respect to the torsion [Eq. (8.2a)], 
that is, 

g~I'Y+= galll'Y-=O (10.2) 
or 

(ag~/ aX'Y)+ga.UIl'Y+g .. 8Lu "1'=0 (10.2a) 
and 

(ag"~/ax'Y+g,, .. L""(Il+g .. 8Lu'Ya=0. (1O.2b) 

If we add (10.2a) and (10.2b) we obtain 

(agall/ax'Y)+g" .. ra'Y~+g .. llru'Y"=o (10.3) 
or 

gall."(=O. (1O.3a) 
Hence, 

g"IlI'Y+= g"~I'Y-= g,,~.'Y=O (10.4) 

in correspondence with (8.2a). The geometric meaning 
of (10.4) is that angle is unaltered in (+ )-, (- )-, and 
(O)-parallel displacement. The postulate (10.2) is 
especially important since it permits the introduction 
of two spinor fields everywhere. 

The torsion now determines the Ricci tensor by 
(10.5) and (7.6b) according to the equation 

R,,~= Ba~= OX ""O"Il'" 

It also follows that 

(10.8) 

R"Il.'Y=O. (10.9) 

In addition there is still the algebraic restriction (9.8) 
or 

Finally, 
(10.10) 

(10.11) 

The independent tensor fields defined in the space 
are ~a, E"IJ-yB, gaS, and oPa~. From these may be derived 
oa"oP"Il=Oaall, which vanishes by (10.11); ga"O"Il'Y=Oall"(, 
which is completely antisymmetric; and 

(10.12) 

which is an axial vector satisfying the equation 

cp"." =0. (10.13) 

The general solution of (10.9) is, therefore, 

R~= agall+bg<Pa<Pll, (10.14) 

subject to the algebraic condition (10.10). 
There are 10 equations to be solved for the 10 ga~ in 

terms of the <p". The special type of space under con­
sideration is therefore entirely characterized by the 
single axial vector field <PI'" The same conclusion may 
be reached by writing Rail in terms of the 24 0" ~ which 
are subject to the 16 Jacobi relations (7.Sa) and the 
four conditions (10.11). It may also be remarked that 
in general one cannot begin by assigning the metric, 
because the 10 equations for <p" may then be incon­
sistent. 

11. PARALLEL DISPLACEMENT OF 
ORTHOGONAL AXES 

Three kinds of parallel displacement have been de­
fined, namely, 

oOA" i = - r" aiA a ;oxll, 

o±X" i = /lOA" iT oP "fiX a i/lxfl, 

(11.0) 

(ll.±) 
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(±) are integrable and define two ennuple fields every­
where. On the other hand, the condition for the integra­
bility of (0) is 

RI',.p'Y=O, 

which in general is not satisfied. 
According to (10.4) angle is preserved by all three 

kinds of parallel displacement. Hence, an orthogonal 
ennuple, defined at any point P, remains orthogonal 
after displacement to any other pI according to each 
of the three equations (0), (+), and (-). However, if 
the displacement is made according to (0), the resulting 
ennuple at pI depends on the path. 

Let Xl'i be a set of linearly independent vectors at P. 
We may in the usual way construct from Xl'i and the 
given metric at P an orthonormal set al'i, say. Then 

or 

where 

gll.al' (i) a>(j) = "(i,)} 

a"(i)al'(j) = 5 (i,j) , 

al' (j) = gl'.a" (j). 

(11.1a) 

(lUb) 

(lUc) 

According to (lUb), al'(i) and al'(i) are reciprocal 
matrices. They are also reciprocal in the reverse direc­
tion, i.e., 

(l1.2a) 
or 

Since fll'aP= -flallll, we also have 

which is necessary for an infinitesimal rotation. 
Equation (11. ±) becomes 

o±a(i) =50a(i)+ Lk a(k)5±0(k,i). (11.5a) 

The integral form of Eq. (ll.Sa) may be written as 
follows: 

(ll.Sb) 

where .1oa(i) means a path-dependent parallel dis­
placement and O±(k,i) means a rotation at the final 
point of such magnitude that .1±a(i) is path independ­
ent. Here, 0+= -0_. 

In the way just discussed one may associate with 
the given space two orthogonal ennuple fields, which 
are (+) and (-) parallel. These define at every point 
the connection according to (4.2a) and the metric ac­
cording to (l1.2b). We may finally check that all 
covariant derivatives of gap vanish, when they are 
defined according to (l1.2b) : 

gaPI'Y= Li[aal 'Y (i)ap(i)+aa(i)api 'Y (i)] 
=0, 

SInce L!; al'(k)ax(k)=~A 

Lk al'(k)aA(k) = gI,A. (11.2b) We also check 

The previously introduced vectors Xl'i and X il' now are 
replaced by al'(i) and al'(i), which may be regarded as 
contravariant and covariant components of the same 
vector. 

'Fhe orthogonal ennuple at P displaced according to 
(0), (±) leads to three others at pI, namely, 

a"o (i,P') and a" ± (i,P') . 

These three orthogonal ennuples at pI are then related 
by rotations. The formulas will be somewhat simplified 
if the metric at P' is chosen Cartesian so that covariant 
and contravariant components are equal. Then one has 
for infinitesimal rotations, corresponding to infini­
tesimal displacements 

5* ±a(i)= a±(i,P') -ao(i,P') = Lk a(k,P')5±0(k,i), (11.3) 

where a(i) means the vector with components a"(i) 
=a,,(i). According to the formula for parallel displace­
ment (11. ±), we have 

Lk al'(k)5±0(k,i) = =r=fll',.pa"(i)5xp, 

and therefore 

(l1.4a) 

Since the metric at pI is assumed to be Cartesian, the 
preceding equation may be written in the following way: 

g"p.x = Li[aa.x(i)ap(i)+aa(i)ap.x (i)] 
= ±Li[fl~ ,,>.a~(i)ap(i)+nupxa~(i)aa(i)] 

= ± (fl~ a>.g~p+fl~Pxg~a) =0. 

12. SPINORS 

To introduce spinors it is necessary to define an 
orthogonal ennuple field everywhere. In general the 
field so defined is altogether unrelated to the structure 
of the space. When the geometry permits absolute 
parallelism, however, as here, the situation is much 
simpler since in that case the connection is completely 
specified by a parallel ennuple field [Eq. (4.2a)]. 

Except for the fundamental simplification just noted, 
the introduction of spinors proceeds in the usual way. 
Corresponding to the (+) and (-) parallelism, how­
ever, there are two kinds of ennuple field al' ±(i) and 
two kinds of spinor if; ±. Define 

(12.1) 

where the 'Y±(i) are the usual constant Dirac matrices 

{'Y (i) ,1' (k) }+= 2o(i,k). (12.2a) 

[The distinction (±) will not be indicated explicitly in 
general.] Then 

(12.2b) 

5±0(k,i) = =r= L fll'apal' (k)a"U)5xi3. (ll.4b) The 1''' are vectors under coordinate transformations. 
1'.0<.13 Next, define the fields if;(x) and 1f; (x) , scalars under' 
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coordinate transformations and spinors under ennuple 
rotations. Under the rotation W(i,k), 

Uo/;=[!W(i,kh(ih(k»)t-, 

01;;= -1;;[!W(i,kh(ih(k)]. 

(12.3a) 

(12.3b) 

13. PARALLEL DISPLACEMENT OF SPINORS 

Define the infinitesimal parallel transfer of a spinor 
by the equations 

(13.1a) 

(13.1b) 

where .6. = .6./lX" is the spin representation of a rotation 
associated with Ox". This rotation is usually determined 
by comparing the orientation of an ennuple moved by 
(0) transfer with that of the reference ennuple. Here 
the reference fields are defined by the structure of the 
space, and they are of two types, corresponding to 
(+) and (-) parallelism. Consequently, there are also 
two ways in which a spinor may be parallel displaced j 
these will be distinguished by o± and .6.±. Equation 
(13.1) will now be completed by the specification of .6. 
as follows: 

(13.lc) 

The A defined by (13.1) is, by (12.3), the spin repre­
sentation of the rotation (1l.4a). Corresponding to 
(13.1) there must be similar relations for the 1''' ±, 
which are defined by (12.1). Since the law of parallel 
transfer for the a" ±(i) is already fixed it is only necessary 
to assign the corresponding law for either 1''' ±, or 'Y±(i). 
It is possible to adopt the following law: 

O-y" ±= - (r"all±O"aliha ±oxli. (13.2) 

Since both (+) and (-) derivatives of gall vanish, 
according to (10.4), Eq. (13.2) preserves the com­
mutation rules as required: 

!o( 'Y"'Y'+'Y''Y'') = og"'. 

From (13.1) it follows at once that 

0(#)=0. 

(13.3) 

(13.4) 

The corresponding equation for a vector may be checked 
as follows: Consider 

then 

But 

A~=1;;±'YA±1/I±, (13.5) 

M~=1;;(.6.'YA_'Y~A)1/I+1;;(O-y~)1/I 

=1;;(.6.,'Y~)1/I- (r~all±OAaII)A aoxll. 

Therefore, 

Therefore, if the displacement of a spinor is defined by 
(13.1) then the resulting equations for the vector 
(1;;±'Y~~1/I±) come out correctly for (0) transfer, if (13.2) 
is adopted for O-y" ±. 

The corresponding covariant derivatives are 

1/1111= iJtJI/I±iO"aII'Y"'Y~, 

1;; III = iJll1;;=r1;;(iO"a/l'Y"'Y"). 

(13.7a) 

(13.7b) 

The two signs correspond to the (+)- and (-)-parallel 
ennuple fields. The invariant derivative is 

'Yf1Y;11l = 'YlliJIl1/l±iO,,"/l'Y/l'Y"'Y~ 
= ('YlliJll±iO"a/l'Y"'Ya'YIl)1/I. (13.8) 

Define 

then 

.y>= (1/4 1) E~p.'YA-y"'YP'Y', 

'Y1ii=H'Y',.y», 

1'.6= (1/3 !)g.AE~PIT'Y"'YP'YIT, 

and (13.8) may be written 

1'''1/11,,= ['Y"iJ,,±hp.6I,O,,)t-, 

(13.9a) 

(13.9b) 

(13.9c) 

(13.10) 

where 1,0" is given by (10.12). The formal analog of the 
Dirac equation is 

['Y"iJl'±hp.6I,O",)t-±=m1/l±, (13.lla) 

and the corresponding massless equation is 

['Y"iJ"±hp.6I,O,,J1/I±=0. (13.11b) 

As emphasized before, the ennuple field ordinarily 
introduced to define the parallel displacement of spinors 
is unrelated to the affine connection j instead, it defines 
a spin connection. Consequently the usual generaliza­
tion of Dirac's equation depends only partly on the 
affine connection. Here, on the other hand, the inter­
action term is determined entirely, and simply, by the 
torsion. 

14. SUMMARY 

The space under consideration has been defined by 
the following properties: 

(a) distant parallelism: L"all'l'(±)=Oj 
(b) uniform torsion: O"alll'l'+=O"a8I'l'-=Oj 
(c) symmetric metric: gall = gila; 
(d) distant congruence: galll'l'+=galll'l'-=O. 

By (d) is meant the congruence at different points 
of two configurations which are related by parallel 
transfer. There are two kinds of distant parallelism and 
congruence, and they are formally related by a trans­
position of the connection. In any physical interpre­
tation transposition symmetry must playa fundamental 
role. 

15. COSMOLOGICAL MODEL 

and In this section we consider the simplest nontrivial 
(13.6) example of a spacetime which satisfies the general con-
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ditions which have been set. This model was first 
studied by Robertson4 in a different connection. 

Consider the line element 

(15.1) 
where 

F(r,t) = [1 +tK(t)r2J-2=G(t)[1 +tKor2J-2 (15.1a) 

and 
(15.1b) 

Here t means the time, and surfaces of com~tant t define 
hypersurfaces of constant curvature K(t). These three­
dimensional sections are isotropic and homogeneous. 

We shall further specialize by assuming that K(t) is 
independent of the time. This specialization corresponds 
exactly to the static Einstein model when the connection 
is symmetric; however, since we are postulating an 
asymmetric connection, it is necessary also to specify 
the torsion, and in such a way as to be consistent with 
the given metric. 

We shall see that the following eight functions are 
consistent and define a continuum with the metrical 
properties of an Einstein space. 

gii= -F(r), 0;;4=0 

g44= 1, 

The Christoffel symbols are 

1'4,,(J=l'a41l =0, 

(15.2) 

I'i;k= -!KFi(6ikx;+6i;xI'-6;kXi), i, j, k ;;064. (15.3a) 

The asymmetric part of the connection is 

!J\j=Oi4j=0, Oi;k= -F-10ijk= -P-1WEiik. (15.3b) 

The Ricci tensor calculated directly from the metric is 

Rij= - 2KFoi;, i, j ~4 

R,,4=0, a= 1, "',4. 

(15.4a) 

(15.4h) 

The following relations, which must hold according 
to (10.9) and (10.10), may now be checked: 

(15.5) 

(15.6) 

On the other hand, the Ricci tensor is directly related 
toO"/i'Y 

and 

Ri;= omi"O";m 
= - (W/F)2!'m,nEimnEjm,., 

= -2(w/F)20i;, 

One sees that (15.7) and (15.4) are consistent if 

(15.7a) 

(15.7b) 

w2=KF3 (15.8a) 
or 

w2=-Kg. (15.8b) 

'H. P. Robertson, Ann. Math. 33, 496 (1932). 

By (15.3a) and (15.3b), we have 

L4"p=L"4p=L"P4=0, 
D;k= - (KF)iEi;k- (K/2)Fi(OikXj+OijXk_OjkXi). 

The fundamental (±)-ennuple fields satisfy the 
equations 

(15.9) 

If we choose :\"4=Q!'4, these equations are satisfied in a 
trivial way. In order that the other three vectors be 
orthogonal to :\"4 choose 

>.\=0. 

Then the Eqs. (15.9) simplify: 

o>''';jox4=0 
and 

(15.9a) 

:\"i ... ±Ollpa:\P.=o, i, a, (3, p,= 1,2,3. (15.9b) 

The set (15.9b) has to be solved for three orthogonal 
fields :\11 i. 

16. ENNUPLE FIELD AND THE 
DISPLACEMENT GROUP 

The solutions of (15.9b) may be obtained by the 
following geometric method. The equation of the hyper­
sphere (t=const) may be written in a simpler form by 
introducing the four variables y" such that 

yk=F(r)xk, 

y4=K-l(2Ff-l) =K-l(1-tKr2)/ (1 +tKr2). 

Then 

(16.1a) 

(16.1b) 

(16.1c) 

This sphere is invariant under the four-dimensional 
orthogonal group with the six generators 

Y"p= y"'o/ fJyll- yfJo/ fJy". (16.2) 

The group 0 4 has two invariant subgroups with gene­
rators 

(a) Y 34+ Y l2 Y 14+ Y 23 Y 24+ Y31 , 

(b) Y 34- Y12 Y14- Y 23 Y 24- Val. 

(16.3a) 

(16.3b) 

Each of these two subgroups is a three-dimensional 
rotation group. 

The symbol Y12 corresponds to a rotation in the 
12 plane; Y 34 corresponds to a rotation in the 34 plane, 
and therefore to a translation in the 3 direction. The 
two invariant subgroups (a) and (b) therefore describe 
screw motions in the direction of the three spatial 
axes; (a) and (b) differ in the helicity of the screw dis­
placement. We shall now see that these two screw 
displacement groups (a) and (b) are exactly the two 
displacement groups, based on the (+) and (-) con­
nection. 
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In terms of the original coordinates (x,y,z,t), which 
may be more directly interpreted, the generators of the 
screw motions become' 

X.=}"".8/8x1", i,.u= 1, 2, 3 (16.4a) 
where 

A"i(±)=Kt('If'±~i), (16.4b) 

~"i= Ei""xv, (16.4c) 

1/1',=K-i[lh(2-F-i)+tKXI'xi], (16.4d) 
and 

(16.4e) 

It may now be verified directly by substitution that 
the ennuples (16.4b) satisfy the differential equations 
(15.4) and therefore may be obtained by (+)- and 
( - )-parallel displacement. 

The ennuple invariants are 

By (16.4e), 

Hence by (15.3) 

where 

but 

so that 

(16.5) 

(16.6) 

(16.7a) 

(16.7b) 

(16.8) 

The commutation rules for the two displacement 
groups are now 

where 

(X.,Xk) =0, 

(Xk,XI)=C"'kIXm, k,I;064 

Cfnkl= ±Wfnkl= ±2KtEklm• 

(16.9a) 

(16.9b) 

The commutator of two spacelike displacements is pro­
portional to KI or inversely proportional to the radius 
of curvature. The usual commuting momentum opera­
tors may be regarded as approximations to the X k from 
which they differ by a small rotation, which is again 
inversely proportional to the radius of the space. 

The group metric is 

and by (9.7) 

g ... "=cPmqCq,,P 

=-8Komn, m,n=1,2,3 

Ya4=O, a=1, .. ·,4 

RkZ=!gm...Am;A"! 

=-2KLmAm~"'1 

= - 2KFok l, k, l= 1, 2,3 

a=1,···,4 

by (16.4e) and (16.6). This checks with (15.4). 

(16.10) 

17. GROUP OF THE SPACE 

The three-dimensional sections (t=const) are carried 
into themselves by the G6 which has already been dis­
cussed. However, as was already pointed out by 
Robertson,4 the three-dimensional sections do not 
admit improper rotations unless K=O; but if K=O, 
the model is empty since then the curvature and 
torsion both vanish. Therefore the proposed model of 
spacetime is not reflection invariant. On the other 
hand, the complete four-dimensional space does admit 
time reversal. 

The reflection x", -+ - x" induces the transformation 
n±~ -+ 1/=F~. If this transformation leaves invariant 
the structure of both ennuple fields, and therefore 
carries the space into itself, it must be equivalent to an 
ennuple transformation with constant coefficients. This 
is clearly not the case, however, since ~ itself depends 
on position. A reflection therefore changes the structure 
of the space. Our tensor equations are to be understood 
as follows: the space is defined in a special coordinate 
system by Eq. (15.2) and in all other coordinate systems 
connected with the special one by a transformation with 
positive Jacobian. 

18. GROUP OF THE SPIN OR EQUATION 

Equation (13.11) is generally covariant by derivation. 
Both terms of the operator are separately invariant with 
respect to general coordinate transformations. The 
spinor is invariant with respect to general coordinate 
transformations and therefore so is the equation. With 
respect to ennuple rotations, '" is a spinor, and covari­
ance may be shown in the usual way. (The permitted 
rotations must be independent of position to preserve 
the parallelism of the ennuple field.) 

Although the differential equation is formally in­
variant under coordinate reflections, these transforma­
tions are not permitted since they do not take the space 
into itself. Reflection now corresponds not to an alter­
native description of the same physical space, but to a 
different physical space. The group of (13.11) therefore 
does not include improper coordinate transformations. 

However, there are no similar restrictions about using 
either right- or left-handed ennuples. Reversing an 
ennuple changes the signs of Xi(i= 1, 2, 3) while 8j/o 
and <PI' are invariant. It follows that the equation is 
invariant if 

""(x) ='Y(4)"'(x). (18.1a) 

The equation is therefore invariant under ennuple re­
flections. Hence in general we take", to be a spin basis 
for the improper Lorentz group. 

In order to compare (13.11) with the usual Dirac 
equation one has to consider regions of space which are 
small enough to be regarded as approximately flat. For 
such a small region (13.11) admits coordinate reflec­
tions, even though it does not admit coordinate re­
flections in the large. To see this, consider the neighbor-
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hood of the point x=o (which is not a special point 
since the space is homogeneous). There heX) differs 
from >'(0) by terms of order xlR; it is these terms which 
change sign and prevent the space from going into 
itself under a reflection. If these terms of order xl Rare 
neglected, however, then the neighborhood of the origin 
does admit reflections. Since the differential equation 
is formally invariant in any case, one may now say that 
to this approximation the differential equation also 
admits coordinate reflections. In this same approxima­
tion the displacement operators commute. 

To complete the correspondence with Dirac's equa­
tion one notes that the ennuple ordinarily used to define 
spinors also defines the coordinate system. The con­
ventional reflection therefore means simultaneous 
coordinate and ennuple reflection. The equation is 
consequently invariant under conventional reflection if 
I/; changes according to the familiar equation 

1/;' (x) =1'(4)1/;( -x). (18.1b) 

Consider next the case of zero mass. It is now possible, 
though not necessary, to work with two component 
functions 1/;+ and 1/;- restricted by the conditions 

1'61/;-= -1/;_. 

The differential equations then become 

[l'l'au+hl'(1 +1'6) ipI'JI/;+=O, 

[l'l'a.u+hl'(I-1'6) ipI'JI/;-=O. 

(18.2a) 

(18.2b) 

(18.3a) 

(18.3b) 

The violation of parity in (18.3) is associated with the 
vanishing of the rest mass and has nothing to do with 
the torsion. 

19. MACH'S PRINCIPLE 

According to (10.14) the structure of the given space 
is entirely specified by ipl'." By Mach's principle ipl' in 
turn should be determined by the matter field. How­
ever, that is not yet possible because our field equations 
are incomplete. We intend to continue the systematic 
discussion elsewhere but for the present let us tenta­
tively suppose that the torsion is determined by the 
matter field in the simplest possible manner, namely, 

(19.1a) 

where r is a constant which must have the dimensions 
of a length. Then (13.11) becomes 

(19.1b) 

5 According to gravitational theory the corresponding equation 
is 

R~,-tRg.,+Ag.,= -kT.,. 

This equation is consistent with (10.14) and restricts the energy 
momentum tensor to the form 

T., = dg.,+erp.rp,. 

Equation (19.1b) is the nonlinear spinor equation. It 
has been pointed out by Pauli and Heisenberg6 that, in 
the case m=O, this equation admits the Gursey group, 
which is isomorphic to the neutrino and isospin groups. 

Equation (19.1) is meant to be illustrative only. 
Another possibility is 

(19.2) 

where A is a length and I' a dimensionless coupling 
constant. Equations (19.1) and (19.2) correspond in 
the language of the quantized theory to axial vector 
interactions of the Fermi and Yukawa type. From the 
point of view given here, equations such as (19.1) and 
(19.2) would have to be obtained from the generally 
covariant theory with variable torsion. 

20. QUANTIZED THEORY 

If ip and I/; are regarded as quantized fields then of 
course quanta will be associated with the torsion as 
well as with the matter field, and in that case the 
assumption of constant torsion cannot be made. The 
previous remarks about reflection invariance in the 
small also no longer apply: one expects, however, that 
it is possible to construct a quantized field theory which 
does not conserve parity. 

Since we do not have a complete set of field equations, 
little can be said about the quantized theory at this 
point. HO\\lever, Eqs. (13.11) and (19.2), or (19.1b), are 
complete and may be regarded as the equations of 
motion of a quantized theory which is suggested by the 
geometry. In order to interpret (19.1) as an ordinary 
Fermi coupling between quantized fields, the conven­
tional coupling constant must be related to the length 
appearing here as follows: 

(20.1) 

With g=1.4XIG-49 erg cm3, one has r,=2.1XlO-I6 cm. 
Although quantum mechanical effects are generally 

beyond the scope of this paper, it is of interest to discuss 
the following situation, which is not entirely classical, 
in order to interpret our results. Consider a closed space 
of uniform torsion uniformly and diffusely filled with a 
gas of identical fermions which are described by the 
quantized field I/; obeying Eq. (13.11a). For I/; write 

(20.2) 

where the ak are the annihilation operators and Uk is a 
free particle solution satisfying the classical equation 

(20.2a) 

with 

ipl'= (O,O,O,w). (20.2b) 

6~. Heisenberg, 1958 Inte;nat.ional Conference on High Energy 
Physus at CERN (CERN SCIentIfic Information Service Geneva 
1958). ' , 
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The Uk are very nearly plane waves, but closed on 
themselves. Assume that all energies are so low that 
the number of free bosons present is negligible and that 
the only effect of the boson field is to mediate collisions 
between the fermions. Then we may make the classical 
approximations, corresponding to (19.1b) and (19.2), 
respectively, 

cpI' = r 2( fy.'Y"V;) (20.3a) 

cpI'='Y f [e-r/A/r ](if;'Y·'Y"V;)dr, (20.3b) 

where ( ... ) means expectation value for a given 
quantum mechanical state of the whole gas. In this 
app~oxi~atio~ one may say that the structure of space 
(wh1<:h 1S ~mtlrely defined by ipl') and the expectation 
functlOn (I/I'Y.'Y"V;) of the matter field are codetermined. 

Ignoring velocity dependence, we crudely approx­
imate the magnitude of ip in the two cases as follows: 

(20Aa) 

(20Ab) 

where p is the average effective particle density in space. 
On the other hand, according to (20.2b) and (15.8b), 
the magnitude of ip is 

w=K!( -g)!= 1/R, (20.5) 

where R is the radius of curvature and we have put 
(-g)l= 1. For the given model of spacetime, the total 
three-dimensional volume (V) and mass (M) are 

V=2rR3, 

M=4TR/K, 

(20.6a) 

(20.6b) 

where K is the gravitational constant: K= 2X 10-27 

cm/g. The matter density is 

(20.6c) 

We have assumed that all particles are alike and 
neutral. Let the total number of particles be Nand 
the mass of a single particle be M N • Then the particle 
density is 

(20.7) 

and by (20.5) and (20.6c) it is possible to write (20Aa) 
in either of the equivalent forms 

N = 27r2(R/r)2, 

r=[tRKMN]t. 

(20.8a) 

(20.8b) 

The corresponding formulas based on (20Ab) may be 
obtained by replacing r by (47r'Y)1;\. These results relate 
the radius of the space to microscopic constants. 
Although the argument leading to (20.8) is meant to 
be only roughly illustrative, it is clear that relations 
like (20.8) do exist for the given model. 

21. PHYSICAL INTERPRETATION 

The model of physical space under consideration has 
the properties (14a)-(14d), and in addition is static, 
homogeneous, and isotropic; it is therefore very similar 
to the usually accepted microspace. It is nevertheless 
essentially different from the configuration space of 
quantum field theory in having an asymmetric con­
nection or torsion. The existence of the torsion prevents 
the space from having reflection invariance. Viewed 
from within the Lorentz subgroup, the torsion trans­
forms as an axial vector; roughly speaking then, one 
may say that the proposed model modifies the usual 
equations of elementary particle theory by the intro­
duction of a fundamental, axial vector coupling. 

If an ennuple is (+) or (-) displaced from P to pI, 
the new ennuple at pI may be regarded as obtained by 
first making a (0) displacement and then a rotation at 
pI, where the amount of the rotation is determined by 
the torsion and the sign is opposite in the two cases. 
Regarding the (0) displacement as the analog of an 
ordinary translation, one may say that the torsion 
defines at every point two screw motions of opposite 
helicity. One may say also that the torsion field dis­
tinguishes between two kinds of spinor field (I/I±) ac­
cording to Eq. (13.11), where 1/1+ and 1/1- are asso­
ciated with parallel transfers of opposite helicity. 

If one tries to relate the massless equation to the 
neutrino then (18.3) appears to be a better choice than 
(13.11b) since the only interactions of neutrinos with 
other matter appear to be weak; with this choice the 
parity violating interaction term in (18.3) would be 
identified with the universal weak coupling. According 
to such a viewpoint .pI' is, in the classical theory, related 
to the torsion of space and in the quantized theory it 
is related to the weak couplings. 

Such an interpretation is not necessarily inconsistent 
but is, in fact, similar to the usual view of the quantized 
gravitational field. That is, the distribution of matter 
is believed to produce a curvature of space which may 
be specified by the metric field (g"Jj). We shall now 
postulate that the matter distribution also produces a 
torsion (ipl') of space. In the geometric analysis of this 
paper, ipl' must be regarded as a classical field just as 
g"Jj represents the classical gravitational field. By this 
one means that ipl' and g"Jj are to be interpreted as 
quantum expectation values. At the classical level they 
are both universal because of their common geometrical 
interpretation. 

In order to establish a meaningful connection with 
elementary particle theory, the classical axial vector 
field should, according to the usual view of such 
matters, be interpreted in terms of quantum field 
operators. Because so little is known there are several 
possibili ties. 

First, it is not clear to what extent contributions to 
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the torsion could arise from the strong as well as the 
weak couplings. The weak interactions are now believed 
to be axial vector (or vector) with equal parity con­
serving and parity violating parts. However, it is quite 
possible that the strong interactions are also axial 
vector (possibly with a small parity violating part). [In 
this connection it is important that Eq. (19.1b), with 
m=O, admits the Gursey group, which describes baryon 
as well as lepton symmetries.] If it does turn out that 
the strong interactions are partly or wholly axial 
vector, then the torsion should be determined mainly 
by them. 

There is next the formal question whether the I{J 

operator should be regarded as a boson field or as a 
bilinear product of fermion fields. The former view 
corresponds to assuming an intermediate boson. Ac­
cording to the latter possibility, the basic interaction 
is a four fermion coupling. 

The last question which we shall mention concerns 
the possible existence of diagonal terms in the Fermi 
couplings, i.e., terms of the form 

where k=l and i= j. We shall assume that there are 
such terms and, in fact, that the macroscopic torsion is 
related to the microscopic theory as follows: 

summed over all fields interacting with the given field. 
This last equation should be interpreted in the same 

way as (20.3a) and (20.3b) of the previous section. There 
we considered a gas of identical neutral fermions filling 
a closed space and determining the torsion of that 
space according to Eqs. -(20.3), which are essen­
tially the same as (21.1). We shall now ask in general 
terms how such a space checks as a cosmological model 
if the fermions are imagined to be nucleons and their 
I{J coupling is regarded as a point or very short range 
interaction. In sufficiently energetic collisions new par­
ticles will be produced because of this coupling and the 
cross sections for such processes will be determined by 
the lengths ro and 'YX. However, under cosmological 
conditions, nuclear collisions occur at low.energy and 
are adequately described by a classical nuclear potential. 
In the approximation adopted, it may be supposed 
that these collisions are just sufficient to maintain the 
consistency of the very slightly curved (1/ R) plane 
waves. 

The observed density of matter in space is p~lQ-30 
g/cm3• That corresponds by Eq. (20.6c) to R= 1()28 
cm. If this value of R is put into (20.8b) one 
obtains r= 10-12 cm. That may be compared with 
,,= 10-16 cm, which characterizes the weak couplings. 
If this estimate is taken seriously, then it follows that 

the to~ion estimated from the observed average~f 
of mattbr\~not be attributed to the weak co~. 
On the other hand, if the pion coupling is written as a. 
pair interaction, as in the theory of the composite pion,7 

then the value of the Fermi length is r= 10-18 em (since 
the corresponding coupling constants differ by 10'). 
Therefore if the proposed geometry and the estimate 
based on it have any physical content, it would appear 
that the torsion of space is associated mainly with the 
strong interactions. These results, if they are not for­
tuitous,8 suggest that a field theory based on an 
asymmetric connection is of great interest in connection 
with both the strong and the weak interactions. 

These final remarks, beginning in Sec. 19, have outrun 
the systematic analysis, which is based throughout on 
the assumption of uniform torsion. This assumption per­
mits an exact geometric analysis but prevents us from 
writing a complete set of field equations. In its present 
form, the physical model is subject to the restriction 
that it describe only one neutral fermion field-except 
for the distinction between ~(+) and l/t( -). Finally, 
no physical interpretation of the fundamental duality 
between l/t( +) and l/t( -), i.e., of the transposition sym­
metry, has been given in this paper.9 
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7 This may be estimated by writing 

gp(P<' . ·n»(l1>· .. P»= glic(2."./ E~)t exp (iprX/It) (11)· .• p». 

The left (right) sides refer to. a Fermi (Yu~wa~ description of 
.".-+p --> ,n. Here (P<" ·n» IS the composite pion and < (» 
means negative (positive) energy. We factor 

P<" ·n>=exp(iPrx/ft)p.(O), 

where Pr is the momentum of the composite pion and p.(O) is the 
amplitude of the internal wave function at zero separation. Let 
us put 

where It/Me represents, very roughly, the "radius" of the pion. 
Then 

g~(41r/3)t(M /2m r )t(4.".fllic )t(M cI)(ft/ M e )3. 

With f/Iic= 15, one obtains gp~10-43 erg cm3• 

s It would be meaningless to refine the numerical estimates at 
this stage. However, if the general point of view of this paper can 
be maintained, then in a more complete theory the following 
improvements, among others, should be made: (a) the astronom­
ical facts should not be approximated by the static Einstein 
model, but instead by a more realistic expanding model, (b) the 
densitr p=< 10-30 should be replaced by an effective density which 
takes mto account the velocity dependence implied by 'ri. This ef­
fective density would be negligible for intergalactic hydrogen and 
somewhat reduced for nucleons in nuclei. 

8 The distinction between'" ( +) and", ( - ) may depend on the 
theory of the electromagnetic field. It is possible to introduce the 
electromagnetic field in such a way that transposition symmetry 
corresponds to charge symmetry. 
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APPENDIX 
Define 

The cm"p are completely antisymmetric because of the 
Jacobi relations. 

Construct 

then 
(8,X r) = (1/3 !) emnPBCmnpct BrX t. 

Assume g¢O. Then gmn may be constructed. Assume 
gmn diagonal. Then 

(8,X I) = [CI34Ct2!+C214Ct31+C123Ct41]Xt 

=]3tX t 

and, if t=2, for example, 

]32 = C134C221 +C214C231 +C123c2 
41 

= g22[C214C231+C123C241] =0. 

Hence, if {/¢O, it follows that 

(8,X t ) =0. 

In a new representation such that X / = 8 one has 

It follows that 

g'=g=O. 

Therefore, the assumption that g¢O is inconsistent. 
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Errata 

Double Commutator in Quantum Field Theory 
U. Math. Phys. 1,231 (1960)J 

R. F. STREATER 

CERN, Geneva, Switzerland 

Equations (11) and (12) should read: 

{p2~m,2, q2~m32, P'q>O or 
D(p,q) =0 unless (11) 

p9m,'2, (p-q)9m2', p. (p-q»O 

D(p,q) ;6.0 (12) 

in this spectrum. 
That is, the conditions P'q>O, p. (p-q»O to Eq. (11) have 

been added. 

Analytic Properties of Radial Wave Functions 
U. Math. Phys. 1,319 (1960)J 

ROGER G. NEWTON 

Indiana University, Bloomington, Indiana 

Page 321, line before Eq. (2.15): Read "(2.14)" for "(2.12)." 
Page 330, line 8 below Eq. (5.1'): Insert "if" between "Ikol" 
and "is." Page 334, line 5 below Eq. (6.2): Read 

, ('Pl(k,r)a(k,r'), r<r', 
(\ll(k; r,r ) = Liz( -k, r)b(k,r'), r>r'. 

Page 339, Eq. (9.7) should read: 

F .1 7' (k) =kLW[F .I (k,r),<f>.J (I<,r)]. (9.7) 

Equation (9.9') should read: 

SJ(k) = [FJ( -k)J-IFJ (k). (9.9') 

Page 344, line 6 from bottom, right-hand column: Insert "upper 
half of the" before "complex." 
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