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#### Abstract

A general method which permits the derivation of the equations which describe the approach to equilibrium correct to an arbitrary finite order in the coupling constant is presented. This method is applied in the present paper to normal modes interacting through three-phonon processes. In a subsequent paper the method will be applied to interacting particles. The distribution function is first Fourier-analyzed with respect to the angle variables. All Fourier components, except the distribution function of action variables, describe correlations among the normal modes. The formal solution for the Fourier components is studied in the limiting case of a very large number of degrees of freedom $N \rightarrow \infty$, and for large times by means of a diagram technique. Each component $\rho_{3 n}$ can be split into 2 parts: $\rho_{3 n}{ }^{\prime}$ and $\rho_{3 n}{ }^{\prime \prime}$; one ( $\rho^{\prime}$ ) due to "scattering" of the normal modes satisfies diagonal differential equations. The other ( $\rho_{3 n}{ }^{\prime \prime}$ ) contains the direct interaction between the normal modes involved in the corresponding correlation. It is completely determined by the functions $\rho_{3 n}{ }^{\prime}$. The study of this set of equations enables us to study the approach to equilibrium.


## 1. INTRODUCTION

IN two recent papers ${ }^{1,2}$ one of us (I. P.) and R. Balescu have studied the approach to equilibrium by a method which involves essentially the following steps:
(a) specification of the class of initial distribution functions to which the method applies (extensive and intensive variables in the thermodynamic sense may be already defined at the initial time);
(b) an expansion of the phase density in a Fourier series (in this "representation" the unperturbed Liouville operator $L_{0}$ is diagonal, and $\delta L$ off-diagonal);
(c) the study of the time evolution of the Fourier coefficients by means of a perturbation method which finds its most concise expression in a diagram technique.

No special assumptions about the Hamiltonian are made ; also no assumption equivalent to Van Hove's ${ }^{3}$ diagonal singularity condition is required. ${ }^{4}$

[^0]In these papers ${ }^{1,2}$ we had first considered the situations corresponding to weakly coupled gases or to low concentration. We have then shown that retaining all diagrams which give asymptotically contributions of order $\lambda\left(\lambda^{2} t\right)^{n}, n=$ arbitrary integer ${ }^{5}$ [instead of $\left.\left(\lambda^{2} t\right)^{n}\right]$, we obtain an equilibrium distribution correct to order $\lambda$. This case, as well as similar ones studied before, ${ }^{6}$ led us to the conjecture that if all diagrams up to the order $\lambda^{m}\left(\lambda^{2} t\right)^{n}$ are retained, the final equilibrium distribution function would be correct to order $\lambda^{m}$. This may indeed be expected provided the product $\lambda^{2} t$ is finite. The time interval $t$ in which we are interested is of the order of the relaxation time, which may be expected to be proportional to $\lambda^{-2}$ multiplied by some polynomial in $\lambda$ which reduces to one for $\lambda \rightarrow 0$.
We want therefore to discuss evolution equations for the Fourier coefficients which include all contributions of the form $\lambda^{r}\left(\lambda^{2} t\right)^{n}, 0 \leqslant r \leqslant m$. The method of "enumeration" of diagrams used in footnote reference 2 becomes rapidly impracticable when one considers the case $m>1$. Therefore a new, much more compact method valid for an arbitrary order $\lambda^{m}$ is discussed in this as well as in the next paper of this series.

[^1]Here we shall discuss the case of normal modes interacting through anharmonic forces, while in a subsequent paper we shall discuss the case of molecules interacting through intermolecular forces (the case of "gases"). The method we shall use is the same but there are some minor differences. Indeed in the case of gases, one is concerned with the limiting procedure ( $N$ number of particles, $\Omega$ volume)
$N \rightarrow \infty, \quad \Omega \rightarrow \infty, \quad N / \Omega=$ concentration, finite.
On the contrary, in the case of solids, the ratio $N / \Omega$ is fixed by the lattice constant. The limiting procedure then reduces to

$$
\begin{equation*}
N \rightarrow \infty \tag{1.2}
\end{equation*}
$$

This is necessary to eliminate surface effects in the evolution of the system and has the important consequence that the frequency spectrum becomes dense. It is only in this limit that one can speak strictly about irreversibility.

There exists also a difference in the nature of the diagrams (see Sec. 6). They are much simpler than for the case of gases. Here there are basically only two diagrams, one corresponding to creation of correlations, the other to destruction. For this reason we have considered first the case of normal modes.

We shall show (see Secs. 9 and 10) that the evolution equations valid to an arbitrary order have a very simple form when expressed in terms of diagrams. We shall split the Fourier coefficients $\rho_{3 n}$ corresponding to $n$ 3-phonon correlations into two contributions $\rho_{3 n}{ }^{\prime}, \rho_{3 n}{ }^{\prime \prime}$ according to the nature of the diagrams which give rise to them. We shall then show that $\rho_{3 n}{ }^{\prime}$ satisfies a diagonal differential equation, while $\rho_{3 n}{ }^{\prime \prime}$ is determined by $\rho_{3 n^{\prime}}$. The existence of such diagonal equations is an enormous simplification.

We had already investigated in an earlier paper the possibility of a preliminary change of variables in order to give to the equations a simpler form. ${ }^{6}$ There are many features in common between our earlier approach and the present paper. We had however not taken into account the order in $\lambda$ of the initial Fourier coefficients. Moreover, we used the diagonal singularity condition. To introduce the necessary changes finally appeared to us to be more difficult than to make a different start using more systematically our diagram technique.

The meaning of the evolution equations is discussed in detail in Sec. 13. We then study the approach to equilibrium in the lowest orders in $\lambda$. In the lowest possible approximation corresponding to the weakly coupled case, one obtains asymptotically as expected the equilibrium distribution unperturbed by the anharmonic forces. In the next two approximations, one obtains the equilibrium distribution correct respectively to order $\lambda$ and $\lambda^{2}$. However, because of the mathematical complexity of some of the operators involved, we have not yet been able, in the case of solids, to discuss the approach to equilibrium to an arbitrary order in $\lambda$.

From this point of view the situation is simpler in the case of gases. As will be shown in our subsequent paper, there it is possible to discuss completely the approach to equilibrium to an arbitrary order in $\lambda$ and to establish therefore an $H$ theorem of an extreme generality.

We shall see that this is ultimately caused by the fact that the velocity distribution function for particles interacting through velocity-independent forces is not. modified by the interaction, while this is not so for the case of normal modes because the anharmonic forces when expressed in angle-action variables become action dependent.

## 2. LIOUVILLE OPERATOR

We shall consider three-phonon processes. The extension to higher-order processes is trivial. Using angleaction variables, the Hamiltonian of the system can be written ${ }^{7}$ as follows:

$$
\begin{align*}
H= & H_{0}+\lambda V \\
= & \sum_{k} \omega_{k} J_{k}+\lambda \sum_{k k^{\prime} k^{\prime \prime}}\left\{V_{k k^{\prime} k^{\prime \prime}} \exp \left[i\left(\alpha_{k}+\alpha_{k^{\prime}}+\alpha_{k^{\prime \prime}}\right)\right]\right. \\
& \left.+3 V_{k k^{\prime}-k^{\prime \prime}} \exp \left[i\left(\alpha_{k}+\alpha_{k^{\prime}}-\alpha_{k^{\prime \prime}}\right)\right]+\text { c.c. }\right\} \\
& \quad \times\left(J_{k} J_{k^{\prime}} J_{k^{\prime \prime}} / \omega_{k} \omega_{k^{\prime}} \omega_{k^{\prime \prime}}\right)^{\frac{1}{2}}, \tag{2.1}
\end{align*}
$$

where the summations over wave vectors are over half the Brillouin zone only and where we restrict ourselves to the cubic term in the anharmonicity. The Liouville operator associated with the Hamiltonian (2.1) is


Fig. 1. Basic diagrams.
${ }^{7}$ I. Prigogine and J. Philippot, Physica 23, 569 (1957).


Fig. 2. Example of elementary diagram. Diagrams corresponding to the matrix element $\left\langle 3_{k} 2_{k^{\prime}}-4_{k^{\prime \prime}}\{0\}\right| \delta L\left|2_{k} 3_{k^{\prime}}-3_{k^{\prime \prime}}\{0\}\right\rangle$.

The eigenfunctions $\left|\left\{n_{k}\right\}\right\rangle$ of the unperturbed Liouville operator $L_{0}$ are

$$
\begin{align*}
L_{0}\left|\left\{n_{k}\right\}\right\rangle=(2 \pi)^{-N / 2} L_{0} \exp (i & \left.\sum_{k} n_{k} \alpha_{k}\right) \\
& =i\left(\sum_{k} n_{k} \omega_{k}\right)\left|\left\{n_{k}\right\}\right\rangle, \tag{2.5}
\end{align*}
$$

where the $n_{k}$ 's are integers. It is easily verified that the only nonvanishing matrix elements $\left\langle\left\{n_{k}\right\}\right| \delta L\left|\left\{n_{k}{ }^{\prime}\right\}\right\rangle$ are of the form ${ }^{7}$

$$
\begin{array}{r}
\left\langle n_{k}, n_{k^{\prime}}, n_{k^{\prime \prime}},\left\{n_{l}\right\}\right| \delta L\left|n_{k} \pm 1, n_{k^{\prime}} \pm 1, n_{k^{\prime \prime}} \pm 1,\left\{n_{l}\right\}\right\rangle \\
=i V_{\mp k \mp k^{\prime} \mp k^{\prime \prime}}\left[\frac{n_{k}}{2 J_{k}}+\frac{n_{k^{\prime}}}{2 J_{k^{\prime}}}+\frac{n_{k^{\prime \prime}}}{2 J_{k^{\prime \prime}}} \pm \frac{\partial}{\partial J_{k}}\right. \\
\left. \pm \frac{\partial}{\partial J_{k^{\prime}}} \pm \frac{\partial}{\partial J_{k^{\prime \prime}}}\right]\left(\frac{J_{k} J_{k^{\prime}} J_{k^{\prime \prime}}}{\omega_{k} \omega_{k^{\prime}} \omega_{k^{\prime \prime}}}\right)^{\frac{3}{3}} \tag{2.6}
\end{array}
$$

with $\pm k \pm k^{\prime} \pm k^{\prime \prime}=0$, modulo a reciprocal lattice vector. There is a formal analogy between (2.6) and the matrix elements in the quantum theory in occupation number representation; the $k$ 's correspond to momenta and the $n_{k}$ 's to number of particles ( $n_{k}>0$ ) or holes ( $n_{k}<0$ ). As in the latter theory, we shall represent an eigenfunction $\left|\left\{n_{k}\right\}\right\rangle$ by a set of $\left\{n_{k}\right\}$ lines with arrows toward the left or the right according to whether $n_{k}$ is positive or negative. The effect of the operator $\delta L$ in a nonvanishing matrix element is to modify the initial state by destruction or creation of three lines. The basic diagrams are given in Fig. 1. Any nonvanishing matrix element $\left\langle\left\{n_{k}\right\}\right| \delta L\left|\left\{n_{k}{ }^{\prime}\right\}\right\rangle$ can be obtained from one of those diagrams by adding either a set of $\left\{n_{k}\right\}$ lines to the diagram $a b c$ or $d$ or a set of $\left\{n_{k}{ }^{\prime}\right\}$ lines to the diagram $a^{\prime} b^{\prime} c^{\prime}$ or $d^{\prime}$ (see Fig. 2).

In Fig. 2, we have taken into account the fact that only the number of lines with a given wave vector matters. A "positive" $(\rightarrow)$ and a "negative" $(\rightarrow)$ line cancel each other just as a particle and a hole line do in the quantum theory. In these diagrams, the lines represent angle correlations between the normal modes. The eight basic diagrams of Fig. 1 are of two types: destruction ( $a b c d$ ) of a correlation between 3 normal modes or creation ( $a^{\prime} b^{\prime} c^{\prime} d^{\prime}$ ) of such a correlation. This represents a great simplification if we compare it with the case of gases, ${ }^{1}$ where there are six different types of basic diagrams. It might however be interesting to note that not all general diagrams can be interpreted as a "creation" or "destruction" of a correlation. For instance, in the diagram of Fig. 2, we deal with a
diagram which represents a continuation of the initial correlation between the normal modes involved in the initial state. However, in the following we shall restrict ourselves to the case of homogeneous systems and the only diagrams which will appear are unambiguously of the "creation" or "destruction" type. Another difference between the problems of solids and gases is related to the fact we deal here with numbers of undiscernible excitations rather than with individual particles. Therefore, connected diagrams do not play any special role. Taking into account the fact that only the total number of lines with a given wave vector matters, any connected diagram can always be written as a nonconnected diagram (see Fig. 3). From this point of view, our diagrams are much more similar to those of the quantum theory in occupation number representation than the diagrams in the case of gases. Except for these differences, the theory for gases and solids will proceed along the same lines. The distribution function is Fourier analyzed with respect to the angle variables. The formal solution for the Fourier components is studied asymptotically; the order of magnitude of a given term depends on the topology of the corresponding diagram and the initial conditions. Those initial conditions are chosen in such a way that extensive or intensive properties of the system in the thermodynamic sense may be defined. Let us consider more closely this last point.

## 3. EQUILIBRIUM DISTRIBUTION FUNCTION

We consider the canonical equilibrium distribution function and expand it in a power series of $\lambda$

$$
\begin{aligned}
\rho^{\text {equil }=} & \exp \left[-\left(H_{0}+\lambda V\right) / k T\right] / \int \cdots \int(d J d \alpha)^{N} \\
& \times \exp \left[-\left(H_{0}+\lambda V\right) / k T\right] \\
= & \frac{\Pi_{k} \omega_{k}}{(k T)^{N}} \exp \left[-H_{0} / k T\right] \cdot\left\{1-\frac{\lambda V}{k T}+\frac{1}{2} \frac{\lambda^{2} V^{2}}{(k T)^{2}}\right. \\
& +\frac{1-\frac{\lambda^{2}}{2(k T)^{2}}\left[\int \cdots \int(d \alpha)^{N} V^{2}\right.}{} \\
& \left.\left.-\int \cdots \int(d J d \alpha)^{N} V^{2}\right]+\lambda^{3} \cdots\right\},
\end{aligned}
$$

Fig. 3. Example of connected diagrams. Diagram corresponding to the product of matrix elements: $\left\langle n_{l}=1\right| \delta L\left|n_{l}=1, n_{k^{\prime}}=1\right\rangle$ $\times\left\langle n_{l}=1, n_{k^{\prime}}=1\right| \delta L\left|n_{l}=1, n_{k}=1, n_{k^{\prime}}=1\right\rangle$.
where in $V^{2}$, we keep only the terms which are angle dependent. This function has a complicated $N$ dependence. Indeed, each $\sum_{k k^{\prime} k^{\prime \prime}}$ contains $N^{2}$ terms and each coefficient $V_{k k^{\prime} k^{\prime \prime}}=0\left[1 /(N)^{ \pm}\right]$. Therefore, we see that

$$
\begin{equation*}
\rho^{\text {equil }}=0\left\{1+\lambda N^{\frac{1}{3}}+\lambda^{2} N^{3}+\lambda^{2} N+\cdots\right\} . \tag{3.2}
\end{equation*}
$$

A series expansion in power of $\lambda$ might therefore be questioned. However, we do not need $\rho$ itself to obtain the macroscopic properties of the system, but we need only reduced distribution functions for a finite number of degrees of freedom. It can be readily verified that those reduced distribution functions are independent of $N$. As a result we can define extensive and intensive quantities. For instance, one can immediately verify that the mean energy of the system is proportional to $N$

$$
\begin{align*}
& \frac{\bar{E}}{N}=\frac{1}{N} \int \cdots \int(d J d \alpha)^{N}\left(B_{0}+\lambda V\right) \rho^{\text {equil }} \\
&=0\left(1+\lambda^{2}+\cdots\right) \tag{3.3}
\end{align*}
$$

and that moments of a finite order like $\left\langle u_{n_{1}} u_{n_{2}} u_{n_{3}}\right\rangle$, where $u_{n}$ is the displacement of the $n$th atom from its equilibrium position, are independent of the size of the system

$$
\begin{align*}
\left\langle u_{n_{1}} u_{n_{2}} u_{n}\right\rangle= & {\left[M^{(N)}\right]^{-\frac{1}{2}} \sum_{k k^{\prime} k^{\prime \prime}}\left\{\exp \left[i\left(k a_{n_{1}}+k^{\prime} a_{n 2}+k^{\prime \prime} a_{n_{3}}\right)\right]\right.} \\
& \times\left\langle\left(J_{k} J_{k^{\prime}} J_{k^{\prime \prime}}\right)^{\frac{1}{3}} \exp \left[i\left(\alpha_{k}+\alpha_{k^{\prime}}+\alpha_{k^{\prime \prime}}\right)\right\rangle\right. \\
& +\operatorname{similar} \text { terms }\}=0(\lambda), \tag{3.4}
\end{align*}
$$

where $M^{(N)}$ is the total mass of the crystal and $a_{n}$ the lattice vector for the $n$th atom. We shall always choose our initial conditions in such a way that extensive and intensive properties may be defined. In other words we only consider such nonequilibrium situations for which $N \rightarrow \infty, \bar{E} / N=$ independent of $N$,

$$
\begin{equation*}
\left\langle u_{n_{1}} u_{n_{2}} u_{n_{3}}\right\rangle=\text { independent of } N, \quad \text { etc. } \tag{3.5}
\end{equation*}
$$

We shall express this condition in terms of Fourier coefficients in Sec. 5.

## 4. FOURIER ANALYSIS OF THE DISTRIBUTION FUNCTION

We may Fourier analyze the distribution function $\rho\left(\left\{J_{k}\right\},\left\{\alpha_{k}\right\}, t\right)$ with respect to the angle variables

$$
\begin{align*}
\rho\left(\left\{J_{k}\right\},\left\{\alpha_{k}\right\}, t\right)=(2 \pi)^{-N / 2} & \sum_{\left\{n_{k}\right\}} \rho\left\{n_{k}\right\}\left(\left\{J_{k}\right\}, t\right) \\
& \times \exp \left[i \sum_{k} n_{k}\left(\alpha_{k}-\omega_{k} t\right)\right] . \tag{4.1}
\end{align*}
$$

The set of Fourier coefficients $\rho\left\{n_{k}\right\}$ may be called the interaction representation of the distribution function. As in the case of gases, the Fourier coefficients have a simple physical meaning. For instance, $\rho(0)$ is the distribution function of the action variables. The other coefficients describe angle correlations between the normal modes.

Homogeneous systems are characterized by the condition that moments like $\left\langle u_{n_{1}} u_{n_{2}} \cdots u_{n_{r}}\right\rangle$ are unaffected by a translation

$$
\begin{equation*}
\left\langle u_{n_{1}} u_{n_{2}} \cdots u_{n_{r}}\right\rangle=\left\langle u_{n_{1}}+m u_{n_{2}+m} \cdots u_{n_{r}+m}\right\rangle . \tag{4.2}
\end{equation*}
$$

This implies ${ }^{8}$ that the only nonvanishing Fourier coefficients are those for which $\sum_{k} k n_{k}=0$. The evolution equations for the Fourier coefficients are readily derived from the Liouville equation ${ }^{7}$ :

$$
\begin{align*}
& \frac{\partial \rho\left\{n_{k}\right\}}{\partial t}=\lambda \sum_{\left\{n_{k}\right\}} \exp \left[i \sum_{k}\left(n_{k}-n_{k}{ }^{\prime}\right) \omega_{k} t\right] \\
& \times\left\{\left\{n_{k}\right\}|\delta L|\left\{n_{k}^{\prime}\right\}\right\rangle \rho\left\{n_{k^{\prime}}\right\}(t) . \tag{4.3}
\end{align*}
$$

If we take into account the condition (2.6) for the nonvanishing of the matrix elements of $\delta L$, we see that the set of equations (4.3) can be decomposed into completely independent sets of equations. All the Fourier coefficients in a given set are such that they correspond to states with the same value for $\sum_{k} k n_{k}$. Therefore all homogeneous Fourier components form an independent set; in other words, if the system is initially homogeneous, it will remain so during its entire evolution.

Because we only kept the cubic term in (2.1) we have a more restrictive condition on the Fourier coefficients which form an independent set. They must correspond to states which are connected by creations or destructions of correlations between three normal modes. For instance,

$$
\begin{aligned}
& \rho\left\{01, \quad \rho \pm 1_{k} \pm 1_{k^{\prime}} \pm 1_{k^{\prime \prime}} \quad \text { with } \pm k \pm k^{\prime} \pm k^{\prime \prime}=0,\right. \\
& \rho_{ \pm 1 k \pm 1_{k^{\prime}} \pm 1_{k^{\prime \prime}} \pm 1 l \pm 1 l^{\prime} \pm 1 l^{\prime \prime}} \quad \text { with } \pm k \pm k^{\prime} \pm k^{\prime \prime}=0,
\end{aligned}
$$

and

$$
\begin{equation*}
\pm l \pm l^{\prime} \pm l^{\prime \prime}=0, \quad \text { etc. } \tag{4.4}
\end{equation*}
$$

form such a set. Although $\rho_{ \pm 1 k \pm 1 k^{\prime} \pm 1 k^{\prime \prime} \pm 1 k^{\prime \prime \prime}}$ with $\pm k \pm k^{\prime} \pm k^{\prime \prime} \pm k^{\prime \prime \prime}=0$ is also an homogeneous component, it is independent of the previous ones, but this is entirely caused by our neglect of the quartic term in (2.1). For the same reason, the equilibrium distribution (3.1) contain only the coefficients of the series (4.4). For consistency, we shall say that an homogeneous system is a system where the only nonvanishing coefficients are those of the series (4.4). Higher-order terms could be included in (2.1) but this would introduce no new features.

## 5. INITIAL CONDITIONS-HOMOGENEOUS SYSTEMS

On taking into account (3.1) and (4.1), we see that at equilibrium, the dependence on $N$ and $\lambda$ of the Fourier coefficients describing a correlation between $3 n$ normal modes is

$$
\begin{equation*}
\rho_{3 n}{ }^{\text {equil }}=\left(\lambda^{n} / N^{n / 2}\right)\left\{1+\lambda^{2} N+\lambda^{4} N^{2}+\cdots\right\} \tag{5.1}
\end{equation*}
$$

where each term in the bracket is in fact a difference between terms of the given order in $N$. We have already

[^2]seen that this type of dependence permits the precise definition of extensive and intensive properties. We shall choose the following initial conditions:
\[

$$
\begin{equation*}
\rho_{3 n}(0)=0\left(\lambda^{n} / N^{n / 2}\right) \tag{5.2}
\end{equation*}
$$

\]

$\rho_{3 n}(0)$ can contain higher-order terms as in (5.1). As will be seen from the equations of evolution, the consequence of this is that $\rho_{3 n}(t)$ at any time $t$ has the same $\lambda$ and $N$ dependence as $\rho_{3 n}{ }^{\text {equil }}$.

With respect to $\lambda$, the choice (5.2) is somewhat more arbitrary than the choice for the $N$ dependence. Its main advantage is its persistence during time. However, other situations might be considered. As (5.2) plays a role in determining the order of magnitude of various contributions, other initial conditions will in general lead to different results. The only exception is the equation for the distribution function of action variables for weakly coupled systems which is valid whatever the $\lambda$ dependence of the Fourier coefficients. In the following we shall be interested in obtaining the evolution equations valid to a given finite order in $\lambda$. Due to its $N$ dependence, it has no sense to cut a series like (5.1) at a given power in $\lambda$. However, this procedure is perfectly legitimate as soon as reduced distribution functions of a finite number of degrees of freedom are considered. We have given a few examples for the equilibrium functions, but this can be verified at any time with the choice (5.2). Therefore, we shall no longer write the $N$ dependence of our equations. Moreover, we shall write our equations for the complete distribution function, but it must be kept in mind that those equations are valid only to derive the corresponding equations for the reduced distribution function for a finite number of degrees of freedom. ${ }^{9}$

## 6. DIAGRAMS

The set of equations (4.3) can be formally solved by an iteration procedure

$$
\begin{align*}
\rho\left\{n_{k}\right\}(t)= & \rho\left\{n_{k}\right\}(0)+\lambda \sum_{\left\{n_{k}^{\prime}\right\}} \int_{0}^{t} d t_{1} \exp \left[i \sum_{k}\left(n_{k}-n_{k}^{\prime}\right) \omega_{k} l_{1}\right] \\
& \times\left\langle\left\{n_{k}\right\}\right| \delta L\left|\left\{n_{k}^{\prime}\right\}\right\rangle \rho\left\{n_{k^{\prime}}\right\}(0) \\
& +\lambda^{2} \sum_{\left\{n_{k}^{\prime \prime} \mid\left\{\sum_{k^{\prime \prime}} \int_{0} d t_{1} \int_{0}^{t_{1}} d t_{2}\right.\right.} \quad \times \exp \left[i \sum_{k}\left(n_{k}-n_{k}^{\prime}\right) \omega_{k} t_{1}\right] \\
& \times \exp \left[i \sum_{k}\left(n_{k}^{\prime}-n_{k}^{\prime \prime}\right) \omega_{k} l_{2}\right] \\
& \left.\times\left(\left\{n_{k}\right\}|\delta L|\left\{n_{k}^{\prime}\right\}\right\rangle \backslash\left\{n_{k}^{\prime}\right\}|\delta L|\left\{n_{k}^{\prime \prime}\right\}\right\rangle \\
& \times \rho\left\{\left(n_{k}^{\prime \prime}\right\}(0)+\cdots\right.
\end{align*}
$$

[^3]Fig. 4. Cycle:

$$
\langle 0| \delta L\left| \pm 1_{k} \pm 1_{k^{\prime}} \pm 1_{k^{\prime \prime}}\right\rangle\left\langle \pm 1_{k} \pm 1_{k^{\prime} \pm} \pm 1_{k^{\prime \prime}}\right| \delta L|0\rangle
$$



Each term of this equation involves a product of $n$ matrix elements of $\delta L$. They can all be represented graphically by a combination of $n$ of the basic matrix elements given in Fig. 1. The $n$ vertices will always be ordered in the chronological order, time running from right to left.

Some interesting combinations of the basic diagrams of Fig. 1 might appear. The simplest case corresponds to two successive inverse transitions and is represented by a cycle (Fig. 4). ${ }^{30}$ The other basic combinations of the elementary diagrams of Fig. 1 are:
(a) diagonal fragment: Any diagram or part of a diagram such that the initial state is identical with the final state but is different from any of the intermediate states. The cycle is the simplest diagonal fragment. Other examples are given in Fig. 5.
(b) (nondiagonal) destruction fragment: Any diagram or part of a diagram made of nondiagonal destruction (Fig. 1, abcd) transitions (at least one) and possibly diagonal fragments such that no intermediate state is identical with the final state, the latter containing no other lines than the lines which are propagated freely from one end of the diagram to the other. The simplest examples are the diagrams $a b c d$, Fig. 1. Other examples are given in Fig. 6.
(c) (nondiagonal) creation fragment: This is defined in the same way as the destruction fragment, replacing destruction transitions by creation transitions (Fig. 1, $\left.a^{\prime} b^{\prime} c^{\prime} d^{\prime}\right)$ and final state by initial state. Examples are given in Fig. 7.
(d) nondiagonal irreducible destruction-creation fragment: Any diagram made of destruction and creation transitions (at least one of each) and possibly diagonal fragments which cannot be decomposed into a destruction fragment followed by a creation one; in other

diagonal tragment

(b)
diagram composed of 2 diagonal
fragments

Fig. 5. Examples of diagonal diagrams. [The two lower cycles of diagram (a) must also have a central line.]

[^4]
words, in each of the states, there are at least three lines which come or go to a vertex. Examples are given in Fig. 8.

The most general diagrams are either diagonal or nondiagonal. Diagonal diagrams are made from a succession of diagonal fragments. Nondiagonal diagrams contain at least a destruction or a creation fragment or both. Taking into account the fact that a diagonal fragment added to the right (left) or a destruction (creation) fragment gives rise to a destruction (creation) fragment and that a creation fragment followed by a destruction one gives rise to an irreducible destruc-tion-creation fragment, we are left with four types of nondiagonal diagrams:
(a) nondiagonal destruction diagram: destruction fragment possibly followed by a succession of diagonal fragments;
(b) nondiagonal creation diagram: a creation fragment possibly preceded by a succession of diagonal fragments;
(c) nondiagonal reducible creation and destruction diagram: destruction fragment followed by a creation fragment with or without a succession of diagonal fragments between the the two nondiagonal ones;
(d) nondiagonal irreducible creation-destruction diagram : described in the foregoing.
We obtain in this way a very simple topological classification of the general diagrams. Examples are given in

Fig. 7. Examples of nondiagonal
 creation fragments. [The lower cycle of diagram (b) must also have a central line.]
(a)

(b)

Fig. 9. As we shall see later, the asymptotic contribution of a given diagram is closely related to its topological structure.

## 7. TIME DEPENDENCE OF DIAGRAMS

To each product of $n$ matrix elements [see (6.1)] is associated an integral of the form

$$
\begin{align*}
\int_{0}^{t} d t_{1} \cdots & \int_{0}^{t_{n-1}} d t_{n} \exp \left(-i \alpha_{0} t_{1}\right) \\
& \times\left\{\prod_{i=1}^{n-1} \exp \left[i \alpha_{i}\left(t_{i}-t_{i+1}\right)\right]\right\} \exp \left(i \alpha_{n} t_{n}\right) . \tag{7.1}
\end{align*}
$$

From (6.1) we see that

$$
\begin{equation*}
\alpha_{i}=\sum_{k}^{\prime} n_{k}{ }^{(i)} \omega_{k} \tag{7.2}
\end{equation*}
$$

where $\left|\left\{n_{k}{ }^{(i)}\right\}\right\rangle$ represents the state during the time interval $\left(t_{i}-t_{i+1}\right)$. The 'for the $\sum_{k}$ means that the frequencies corresponding to "free" lines, i.e., to lines which are propagated freely from the initial time to the final time, are not taken into account. Indeed, those lines play no role in the integral; if we consider the integral as written in (6.1), we see that for free lines the difference $\left(n-n^{\prime}\right)$ vanishes at any time $t_{i}$. In other words, $\alpha_{0}\left(\alpha_{n}\right)$ is the sum of the frequencies of the lines which have been created (destroyed) somewhere in the diagram, whereas each of the $\alpha_{i}(1 \leqslant i \leqslant n-1)$ is the sum of the frequencies of all the lines except the freely propagated ones which are present during the time interval $t_{i}-t_{i+1}$. Examples are given in Fig. 10. For all diagrams, except the irreducible destruction-creation diagrams, at least one of the $\alpha$ 's is equal to zero; $(m+1)$ of the $\alpha$ 's are equal to zero if $m$ is the number of diagonal fragments which can be isolated in the diagram. The expression (7.1) is the time integral which appears in (6.1), and therefore determines the evolution of $\rho\left[n_{k}\right](t)$. However, we are interested in the distribution function rather than in the Fourier components. From (4.1), we thus see that (7.1) has then to be multiplied by a timedependent function $\exp \left[-i \sum_{k} n_{k} \omega_{k} l\right]$ where $\left|\left\{n_{k}\right\}\right\rangle$ is the final state. Therefore, rather than (7.1) we have to



(d)
consider

$$
\begin{align*}
I(t)=\exp (i \gamma t) & \int_{0}^{t} d t_{1} \cdots \int_{0}^{t_{n-1}} d t_{n} \exp \left[i \alpha_{0}\left(t-t_{1}\right)\right] \\
& \times \prod_{i=1}^{n-1} \exp \left[i \alpha_{i}\left(t_{i}-t_{i+1}\right)\right] \exp \left(i \alpha_{n} t_{n}\right) \tag{7.3}
\end{align*}
$$

where $\gamma$ is the sum of the frequencies of the lines which are propagated freely through the entire diagram. We shall assume that $t$ is sufficiently large to enable us to make an asymptotic evaluation of (7.3). In order to see what this means, let us consider a simple example: the asymptotic contribution of the cycle. We have ${ }^{7}$

$$
\begin{align*}
& \lambda^{2} \sum_{k k^{\prime} k^{\prime \prime}}\left|V_{k k^{\prime}-k^{\prime \prime}}\right|^{2} {\left[\frac{\partial}{\partial J_{k}}+\frac{\partial}{\partial J_{k^{\prime}}}-\frac{\partial}{\partial J_{k^{\prime \prime}}^{\prime}}\right]\left(\frac{J_{k} J_{k^{\prime}} J_{k^{\prime \prime}}}{\omega_{k} \omega_{k^{\prime}} \omega_{k^{\prime \prime}}}\right) } \\
& \times\left[\frac{\partial}{\partial J_{k}}+\frac{\partial}{\partial J_{k^{\prime}}}-\frac{\partial}{\partial J_{k^{\prime \prime}}}\right] \int_{0}^{t} d t_{1} \int_{0}^{t_{1}} d t_{2} \\
& \times \exp \left[i\left(\omega_{k}+\omega_{k^{\prime}}-\omega_{k^{\prime \prime}}\right)\left(t_{1}-t_{2}\right)\right] . \tag{7.4}
\end{align*}
$$

If we perform the time integrations using as variables

$$
\tau=\tau_{1}-\tau_{2} \quad \text { and } \quad T=\left(\tau_{1}+\tau_{2}\right) / 2
$$

we obtain

$$
\begin{align*}
\int d \alpha f(\alpha) & \int_{0}^{t} d \tau e^{i \alpha \tau} \int_{\tau / 2}^{t-\tau / 2} d T \\
& =\int d \alpha f(\alpha) \int_{0}^{t} d \tau e^{i \alpha \tau}(t-\tau)  \tag{7.5a}\\
& =\int d \alpha f(\alpha)\left\{t \frac{e^{i \alpha t-1}}{i \alpha}+i \frac{d}{d \alpha} \frac{e^{i \alpha t}-1}{i \alpha}\right\} \tag{7.5b}
\end{align*}
$$

Fig. 9. Examples of general reducible diagrams: (a) diagonal diagram with 8 diagonal fragments; (b) destruction diagram: 4 diagonal fragments preceded by a destruction fragment; (c) creation diagram: 3 diagonal fragments followed by a creation fragment; (d) destruction-creation diagram: destruction fragment followed by three diagonal fragments followed by a creation fragment.
where $\alpha=\omega_{k}+\omega_{k^{\prime}}-\omega_{k^{\prime \prime}}$, and where we have taken into account the fact that for $N \rightarrow \infty$, the frequency spectrum becomes continuous and the $\sum_{k}$ can be transformed into an integral. It is well known that for long times, i.e., for times

$$
\begin{equation*}
t \gg(\delta \alpha)^{-1} \tag{7.6}
\end{equation*}
$$

where ( $\delta \alpha$ ) is the interval of $\alpha$ over which the function $f(\alpha)$ can be considered as slowly varying, the first term in the rhs of (7.5b) takes the asymptotic form

$$
\begin{equation*}
i t \int d \alpha f(\alpha) \zeta(\alpha)=i t \int d \alpha f(\alpha)\left\{\binom{1}{\alpha}_{p}-\pi i \delta(\alpha)\right\} . \tag{7.7}
\end{equation*}
$$

The times $\tau$ in (7.5a) which give this contribution are of the order of $(\delta \alpha)^{-1}$. If we take this into account as well as (7.6), we may neglect $\tau$ in the expression ( $t-\tau$ ) in the rhs of (7.5a), i.e., we may neglect the second term in the rhs of (7.5b) and the asymptotic value of the inte-


Fic. 10. Examples illustrating (7.1). The $\beta$ 's denote the sum of the frequencies of the corresponding three lines. The $\alpha_{i}$ 's in (7.1) are given by (a) $\alpha_{0}=0 \quad \alpha_{1}=\beta_{1} \quad \alpha_{2}=0 \quad \alpha_{3}=\beta_{2} \quad \alpha_{r}=0$

$$
\begin{array}{llllll}
\text { (b) } \begin{array}{llllll}
\alpha_{0}=\beta_{1}+\beta_{2} & \alpha_{1}=\beta_{2} & \alpha_{2}=\beta_{2}+\beta_{3} & \alpha_{3}=\beta_{8} & \alpha_{4}=0 & \alpha_{5}=\beta_{4} \\
\alpha_{0}=\beta_{4}+\beta_{5} & \alpha_{7}=\beta_{4} & \alpha_{8}=\beta_{4}+\beta_{6} & \alpha_{9}=\beta_{4} & \alpha_{10}=0 & \alpha_{11}=\beta_{7} \\
\alpha_{12}=0 & \alpha_{13}=\beta_{8} & \alpha_{14}=\beta_{8}+\beta_{9} & \alpha_{r}=\beta_{8} .
\end{array} &
\end{array}
$$



Fig. 11. Example of free propagation diagram.
gral is given by (7.7). As $\tau$ is the time interval during which the scattering process occurs, we see that scattering processes which contribute asymptotically are instantaneous events on a macroscopic scale. The condition (7.6) has a simple physical meaning. Indeed, the function $f(\alpha)$ is essentially of the form

$$
\sum_{k k^{\prime} k^{\prime \prime}}\left|V_{k k^{\prime} k^{\prime \prime}}\right|^{2} \frac{1}{\omega_{k} \omega_{k^{\prime}} \omega_{k^{\prime \prime}}}
$$

transformed into an integral. It can be shown (see for instance Peierls ${ }^{11}$ ) that the coefficient

$$
\left|V_{k k^{\prime} k^{\prime \prime}}\right|^{2} / \omega_{k^{2}}^{2} \omega_{k^{\prime}}{ }^{2} \omega_{k^{\prime}}{ }^{2}
$$

is nearly constant. Therefore, the variation of the function $f(\alpha)$ will be mainly determined by the dispersion law which must be used to transform the sum over $k k^{\prime} k^{\prime \prime}$ into an integral over $\alpha$. This function will be slowly varying provided we consider frequency intervals smaller than the Debye frequency $\omega_{D}$. Therefore, we have

$$
\begin{equation*}
D \gg(\delta \alpha)^{-1} \approx 1 / \omega_{D} \tag{7.8}
\end{equation*}
$$

In other words our asymptotic evaluation will be correct provided we are interested in times much larger than characteristic molecular times of the order of $\left(\omega_{D}\right)^{-1}$. Let us now consider another way to evaluate (7.4) asymptotically which will be more practicable for general integrals of the form (7.3). The integral over time (7.5b) is a regular function of $\alpha$. If we assume $f(\alpha)$ to be regular on the real axis, we can consider complex variables ( $\alpha+i \varepsilon$ ) and write (7.5b) as

$$
\begin{equation*}
\lim _{\leftrightarrow \rightarrow 0} \int d \alpha f(\alpha)\left\{-\frac{t}{i(\alpha+i \epsilon)}+\frac{e^{i(\alpha+i \epsilon) t}-1}{i^{2}(\alpha+i \epsilon)^{2}}\right\} \tag{7.9}
\end{equation*}
$$

If $\epsilon \gg 1$, we can drop the oscillating term in (7.9).
If we assume that the first complex pole of the function $f(\alpha)$ is at a finite distance ${ }^{12}$ from the real axis, we can choose a finite $\epsilon$ (of the order of $\omega_{D}$ for instance) and for large $t$, the condition $\epsilon \gg 1$ is then satisfied. Then (7.9) becomes

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \int d \alpha f(\alpha)\left\{-\frac{t}{i(\alpha+i \epsilon)}+\frac{1}{(\alpha+i \epsilon)^{2}}\right\} \tag{7.10}
\end{equation*}
$$

[^5]where the integration has to be done along the real axis. These two terms correspond to the two contributions in (7.5a) or (7.5b). Here too, the second term is of the order of the collision time $\omega_{D}^{-1}$ and may be neglected with respect to the first one which is of order $t$. We obtain therefore the following asymptotic contribution:
\[

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \int d \alpha f(\alpha)\left\{-\frac{t}{i(\alpha+i \epsilon)}\right\} \tag{7.11}
\end{equation*}
$$

\]

This expression is equivalent to (7.7) (see for instance, Heitler ${ }^{13}$ ). This method of asymptotic evaluation will always be used in the following. In other words, for each sum of frequencies which appear at a vertex, i.e., to which corresponds a Fourier coefficient of the potential $V_{k k k^{\prime \prime}}$, we shall consider the complex variables ( $\alpha \pm i \epsilon$ ), the sign being such that we can drop asymptotically the exponentials. Therefore, the only oscillating factor which we shall keep in (7.3) is the factor $e^{i \gamma t}$ which corresponds to the oscillations related to free propagation. For instance, for the diagram of Fig. 11, we have

$$
\int d \alpha g(\alpha) e^{i \alpha t}
$$

with

$$
\begin{equation*}
\alpha=\omega_{k}+\omega_{k^{\prime}}+\omega_{k^{\prime \prime}} \quad \text { and } \quad g(\alpha)=\rho 1_{k_{1} k^{\prime} 1_{k^{\prime \prime}}}(0) \tag{7.12}
\end{equation*}
$$

With this method, it is possible to evaluate asymptotically the integral (7.3). This will be done in Appendix I. Let us first consider the reducible diagrams: the most general diagrams of this class are made of a destruction fragment, followed by a diagonal region containing $m$ diagonal fragments, and then by a creation fragment. Diagonal diagrams, destruction, or creation diagrams can be considered as particular cases of reducible diagrams. For such diagrams we have the following theorem:

Theorem I: Any reducible diagram has an asymptotic contribution proportional to $t^{m}$, where $m$ is the number of diagonal fragments in the diagonal region of the diagram.

As examples of application of this theorem, let us consider the diagrams of Fig. 9. For the diagram (a) $m=8$; (b) $m=4$; (c) $m=3$; (d) $m=3$.

For the irreducible destruction-creation diagrams we have theorem II.


Fig. 12. Lowest-order contributions to $\rho_{3}{ }^{\prime}(t)\left[()^{m}\right.$ means a succession of $m$ cycles].

[^6]

Fig. 13. Contributions to $\rho_{0}{ }^{(4)}(t)$ obtained from contributions to $\rho_{0}^{(2)}(t)$.

Theorem II: Any irreducible destruction-creation diagram has a vanishing asymptotic contribution.

## 8. ASYMPTOTIC CONTRIBUTIONS TO THE FOURIER COMPONENTS

We are now interested in the asymptotic behavior of the Fourier coefficients for homogeneous systems. More precisely, if we call $\rho_{3 n}(t)$ the Fourier coefficient describing $n$ correlations between three normal modes, we are interested in the asymptotic behavior of the function

$$
\begin{equation*}
\rho_{3 n}(t) \exp \left(-i \omega_{3 n} t\right) \tag{8.1}
\end{equation*}
$$

where $\omega_{3 n}$ is the sum of the frequencies of the $3 n$ normal modes considered. We want to keep in (8.1) all terms up to order $\lambda^{2 r}$. We have to take into account both the asymptotic contributions of the products of matrix elements and the order of magnitude of the initial Fourier components. From the theorems of Sec. 7, we see that the only diagrams which contribute asymptotically are the reducible diagrams. We can separate those diagrams into two groups: (a) diagonal diagrams and destruction diagrams; (b) creation diagrams and reducible creation-destruction diagrams. Let us also split (8.1) into 2 parts:

$$
\begin{equation*}
\rho_{3 n}(t) \exp \left(-i \omega_{3 n} t\right)=\rho_{3 n}^{\prime}(t) \exp \left(-i \omega_{3 n} t\right)+\rho_{3 n}^{\prime \prime}(t) \tag{8.2}
\end{equation*}
$$

where $\rho_{3 n}{ }^{\prime}(t) \exp \left(-i \omega_{3 n} t\right)$ contains the asymptotic contributions of all diagrams of group (a) and $\rho_{3 n}{ }^{\prime \prime}(t)$ those of group (b). As all diagrams of group (a), except those which are made by a single nondiagonal destruction fragment, end with a diagonal fragment, $\rho_{3 n}{ }^{\prime}(t)$
might be expected to obey a simple diagonal equation. On the other hand, all contributions to $\rho_{3 n}{ }^{\prime \prime}(t)$ [i.e., of group (b)] end with a nondiagonal fragment, and we may certainly not expect a diagonal equation for those functions.

We may write

$$
\begin{align*}
\rho_{3 n}{ }^{\prime}(t)= & \lambda^{n}\left\{\rho_{3 n}{ }^{\prime(0)}(t)+\lambda^{2} \rho_{3 n}{ }^{\prime}(2)\right. \\
& \left.+\lambda^{4} \rho_{3 n}{ }^{\prime \prime}(t)(t)+\cdots+\lambda^{2 r} \rho_{3 n}{ }^{\prime}(2 r)(t)+\cdots\right\}, \tag{8.3}
\end{align*}
$$

where the functions $\rho_{3 n}{ }^{\prime(2 i)}(t)$ are defined as the asymptotic contributions of all diagrams of type $a$, including the order of magnitude of the initial Fourier component in the diagram, whose asymptotic contribution is of the form $\lambda^{2 i}\left(\lambda^{2} t\right)^{m} ; m \geqslant 0$. (8.3) is not a true expansion in power series of $\lambda$. Indeed, the initial Fourier components may contain higher-order terms with respect to $\lambda$ than those given explicitly in (5.2), and the product $\left(\lambda^{2} t\right)$ itself is $\lambda$ dependent. The $\lambda$ dependence in (8.3) may be easily verified. The factor $\lambda^{n}$ in front of the rhs of (8.3) is caused by the initial conditions. Indeed, the lowestorder contribution to $\rho_{3 n}{ }^{\prime}(t)$ is that of the diagram of Fig. 12. The fact that the expansion contains only even powers of $\lambda$ can be seen in the following way. If we consider a diagram contributing to $\rho_{3 n}{ }^{\prime}{ }^{(2 i)}(t)$ and want to obtain the next diagrams, we can either replace a diagonal fragment by a higher-order one, or add a cycle in the destruction fragment or finally add a destruction transition in the fragment, but then the initial Fourier component has one more correlation. These three possibilities are illustrated in Fig. 13. Each of them leads to one more uncompensated $\lambda^{2}$ factor.


Fig. 14. Simplest diagonal operators.
In the same way, we may write

$$
\begin{gather*}
\rho_{3 n}^{\prime \prime}(t)=\lambda^{n}\left\{\rho_{3 n}{ }^{\prime \prime}(0)(t)+\lambda^{2} \rho_{3 n}{ }^{\prime \prime}(2)(t)+\cdots\right. \\
\left.+\lambda^{2 r} \rho_{3 n}^{\prime \prime}{ }^{\prime(2 r)}(t)+\cdots\right\} \\
\rho_{0}^{\prime \prime}(t)=0 \tag{8.4}
\end{gather*}
$$

The last equation comes from the fact that no diagrams involving creations contribute to $\rho_{\{0\}}(t)$.

## 9. EVOLUTION EQUATIONS FOR $\varrho_{s_{n}}{ }^{\prime}(t)$

We shall now show that the functions $\rho_{3 n}{ }^{\prime}(2 r)(t)$ obey the following differential equation:

$$
\begin{equation*}
\frac{\partial \rho_{3 n}^{\prime(2 r)}}{\partial t}=\lambda^{2} \sum_{i=1}^{r}\left[\Omega_{3 n, 3 n}\right]_{r+1-i} \rho_{3 n}^{\prime(2 i)}(t) \tag{9.1}
\end{equation*}
$$

The operator in the rhs is the operator corresponding to all diagonal fragments containing ( $r+1-i$ ) cycles. Examples are given in Fig. 14. The important point in (9.1) is that this equation is diagonal in the index $3 n$. It is sufficient to establish this equation for $\rho_{0}^{\prime(2 r)}$. Indeed, the diagrams which contribute to $\rho_{3 n}{ }^{\prime \prime}(2 r)$ differ from those which contribute to $\rho_{0}{ }^{\prime(2 r)}$ by a set of $3 n$ lines which are freely propagated through the diagram. As these lines play no role in the asymptotic evaluation, we can as well add them at the last step. The diagrams contained in $\rho_{0}{ }^{\prime}(2 r)$ are all diagonal diagrams and all destruction diagrams with asymptotic contributions of the form $\lambda^{2 r}\left(\lambda^{2} t\right)^{n}$. Let us first consider the case $r=0$. Then we have only diagonal diagrams because all destruction diagrams contain at least one uncompensated $\lambda^{2}$ factor. We have to keep all diagonal diagrams whose asymptotic contributions are of the form $\left(\lambda^{2} t\right)^{n}$. As we get a factor $t$ for each diagonal fragment, we see that the only diagonal fragments we have to consider must be proportional to $\lambda^{2}$, i.e., must be cycles (Fig. 15).

This can be written
$\rho_{0}{ }^{\prime(0)}(t)=\sum_{n=0}^{\infty}\{n$ diagonal fragments made by $n$

$$
\begin{equation*}
\text { cycles }\} \rho_{0}(0) \tag{9.2}
\end{equation*}
$$

The asymptotic contribution of the $n$th term is of the
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form (see Appendix I)

$$
\begin{align*}
& \lambda^{2 n} \int_{0}^{t} d t_{1} \cdots \int_{0}^{t_{2 n-1}} d t_{2 n} \prod_{j=1}^{n-1}\left\{\sum_{\alpha_{j}} \exp \left[i \alpha_{j}\left(t_{j}-t_{j+1}\right)\right]\right. \\
& \left.\quad \times\langle 0| \delta L_{j}^{2}|0\rangle\right\} \\
& =\frac{\left(\lambda^{2} t\right)^{n}}{n!}\left\{\sum_{\alpha_{j}} i \xi\left(\alpha_{j}\right)\langle 0| \delta L_{j}^{2}|0\rangle\right\}^{n} \\
& \quad=\lambda^{2 n}\left[\Omega_{0,0}\right]_{1}{ }^{n} \int_{0}^{t} d t_{1} \int_{0}^{t_{1}} d t_{2} \cdots \int_{0}^{t_{n}-1} d t_{n} \tag{9.3}
\end{align*}
$$

where $\delta L_{j}$ means that we consider the cycle corresponding to the normal modes involved in $\alpha_{j}$, and the sum over $\alpha_{j}$ means that for each cycle we sum over all possible 3 normal mode processes. The operator $\left[\Omega_{0,0}\right]_{1}$ in the rhs is time independent. We may thus write
$\rho_{0}{ }^{\prime(0)}(t)=\rho_{0}(0)+\lambda^{2}\left[\Omega_{0,0}\right]_{1} \int_{0}^{t} d t_{1}\left\{\sum_{n=0}^{\infty} n\right.$ diagonal

$$
\begin{equation*}
\text { fragments made by } n \text { cycles }\} \rho_{0}(0) \tag{9.4}
\end{equation*}
$$

where in the rhs the contributions in \{ \} are of the same form as in (9.3), but are taken up to time $t_{1}$ instead of $t$. If we take into account (9.2), we obtain an integral equation for $\rho_{0}{ }^{(0)}(t)$;

$$
\begin{equation*}
\rho_{0}^{\prime(0)}(t)=\rho_{0}(0)+\lambda^{2} \int_{0}^{t} d t_{1}\left[\Omega_{0,0}\right] \rho_{0}{ }^{\prime(0)}\left(t_{1}\right) \tag{9.5}
\end{equation*}
$$

which leads to the differential equation

$$
\begin{equation*}
\frac{\partial \rho_{0}^{\prime(0)}}{\partial t}=\lambda^{2}\left[\Omega_{0,0}\right]_{1} \rho_{0}^{\prime(0)}(t) \tag{9.6}
\end{equation*}
$$

We shall now follow exactly the same procedure to obtain (9.1) for $r>0$. In this case, we have (see for instance Fig. 13 for $r=1$ and $r=2$ )

$$
\begin{aligned}
\rho_{0}^{\prime(2 r)}(t)= & \sum_{m=1}^{\infty} \lambda^{2 m}\{m \text { diagonal fragments formed } \\
& \text { by }(m+r) \text { cycles }\} \rho_{0}(0) \\
& +\sum_{l=1}^{r} \lambda^{-l}\{\text { destruction fragment formed }
\end{aligned}
$$

by $l$ destruction transitions and $(r-l)$ cycles $\} \rho_{3 l}(0)$
$+\sum_{k=1}^{\infty} \sum_{n=k}^{r+k-1} \sum_{l=1}^{r-n+k} \lambda^{2 k-l}\{k$ diagonal frag-
ments formed by $n$ cycles $\}$
$\times\{$ destruction fragment formed by $l$ destruction transitions and ( $r-n-l+k$ )
cycles $\} \rho_{3 l}(0)$.

The asymptotic contribution of all those terms is immediately seen to be proportional to some power of $\lambda^{2} t$ if one takes into account theorem I.

To establish an equation for $\rho_{0}{ }^{\prime(2 r)}(t)$, let us first notice that for times for which the asymptotic time integration holds, the second sum in (9.7) gives simply a constant, independent of time. Therefore it will cancel on being differentiated with respect to time. Let us consider the first term. Let us denote by $\left[\Omega_{0,0}\right]_{\alpha}$ the contribution of a diagonal fragment formed by $\alpha$ cycles. We may transform this term in the same way as we transformed the rhs of (9.2):

$$
\begin{aligned}
& \sum_{m=1}^{\infty} \lambda^{2 m}\{m \text { diagonal fragments made of }(r+m) \\
& \quad \text { cycles }\} \rho_{0}(0) \\
& \quad=\lambda^{2}\left[\Omega_{0,0}\right]_{r+1} \int_{0}^{t} d t_{1}\left\{\rho_{0}(0)+\sum_{m=2}^{\infty}[(m-1) \text { diagonal }\right.
\end{aligned}
$$

fragments made of ( $m-1$ ) cycles $] \rho_{0}(0)$ \}

$$
+\lambda^{2} \sum_{\alpha=1}^{r}\left[\Omega_{0,0}\right]_{\alpha} \int_{0}^{t} d t_{1} \sum_{m=2}^{\infty}\{(m-1) \text { diagonal }
$$

$$
\begin{equation*}
\text { fragments made of }(r+m-\alpha) \text { cycles }\} \rho_{0}(0), \tag{9.8}
\end{equation*}
$$

where all contributions at the right of the operator $\left[\Omega_{0,0}\right]_{\alpha}$ have to been taken up to time $t_{1}$. Taking into account (9.2), (9.8) can be written as
$\lambda^{2}\left[\Omega_{0,0}\right]_{r+1} \int_{0}^{t} d t_{1} \rho_{0}{ }^{(0)}\left(t_{1}\right)+\lambda^{2} \sum_{\alpha=1}^{r}\left[\Omega_{0,0}\right]_{\alpha} \int_{0}^{t} d l_{1}$
$\times \sum_{m=1}^{\infty}\{m$ diagonal fragments made of $(r+m-\alpha-1)$

$$
\begin{equation*}
\text { cycles }\} \rho_{0}(0) . \tag{9.9}
\end{equation*}
$$

We proceed in the same way with the third contribution to (9.7). We again write explicitly the last diagonal fragment
$\sum_{k=1}^{\infty} \sum_{n=k}^{r+k-1} \sum_{l=1}^{r-n+k} \lambda^{2 k-l}\{k$ diagonal fragments made
of $n$ cycles $\} \times\{$ destruction fragment made of $l$ destruction transitions and ( $r-n-l+k$ ) cycles $\} \rho_{3 i}(0)$
$=\lambda^{2} \sum_{\alpha=1}^{r}\left[\Omega_{0,0}\right]_{\alpha} \int_{0}^{t} d t_{1} \sum_{l=1}^{r-\alpha+1} \lambda^{-l}\{$ destruction fragment
made of $l$ destruction transitions and

$$
\begin{align*}
& (r-\alpha-l+1) \text { cycles } \rho_{3 l}(0) \\
& +\lambda^{2} \sum_{k=2}^{\infty} \sum_{n=k}^{r+k-1} \sum_{l=1}^{r-n+k} \sum_{\alpha=1}^{n-k+1}\left[\Omega_{0,0}\right]_{\alpha} \lambda^{2 n-2-l} \\
& \times \int_{0}^{t} d t_{1}\{(k-1) \text { diagonal fragments made } \\
& \text { of }(n-\alpha) \text { cycles }\} \times\{\text { destruction fragment } \\
& \text { made of } l \text { destruction transitions, and } \\
& \quad(r-n-l+k) \text { cycles }\} \rho_{3 l}(0), \tag{9.10}
\end{align*}
$$

where we have considered separately the term $k=1$. If we replace $k$ by $k+1$ in the second term of (9.10) and change the order of the summations, we obtain
$\lambda^{2} \sum_{\alpha=1}^{r}\left[\Omega_{0,0}\right]_{\alpha} \int_{0}^{t} d t_{1}\left\{\sum_{l=1}^{r-\alpha+1} \lambda^{-l}[\right.$ destruction fragment made of $l$ destruction transitions and

$$
(r-\alpha-l+1) \text { cycles }] \rho_{3 l}(0)
$$

$+\sum_{k=1}^{\infty} \sum_{n=k+\alpha}^{r+k} \sum_{l=1}^{r-n+k+1} \lambda^{-l+2 k}[k$ diagonal fragments made of $(n-\alpha)$ cycles $] \times$ [destruction fragment made of $l$ destruction transitions and

$$
\begin{equation*}
\left.(r-n-l+k+1) \text { cycles }] \rho_{3 l}(0)\right\} . \tag{9.11}
\end{equation*}
$$

If we replace in (9.7) the 1 st and 3 rd terms by (9.9) and (9.11) and take into account (9.7) for $r$ replaced by $r-\alpha+1$, we obtain
$\rho_{0}{ }^{\prime(2 r)}(t)=\sum_{l=1}^{r} \lambda^{-l}\{$ destruction fragment made of
$l$ destruction transitions and $(r-l)$
cycles $\} \rho_{3 l}(0)$

$$
\begin{equation*}
+\lambda^{2} \sum_{\alpha=1}^{r+1}\left[\Omega_{0,0}\right]_{\alpha} \int_{0}^{t} d l_{1} \rho_{0}^{\prime 2(r-\alpha+1)}\left(t_{1}\right) . \tag{9.12}
\end{equation*}
$$

The asymptotic contribution of the 1st term in the rhs being a constant with respect to $t$ (see theorem I), we obtain indeed (9.1) by differentiation with respect to $t$ of (9.12). If we take into account (8.3) we may transform (9.1) into a differential equation for $\rho_{3 n}{ }^{\prime}(t)$ valid


Fig. 16. Simplest nondiagonal operators.
to order $\lambda^{n+2 s}$. We have

$$
\begin{align*}
\frac{\partial \rho_{3 n}{ }^{\prime}(t)}{\partial t} & =\lambda^{n} \sum_{r=0}^{s} \lambda^{2 r} \frac{\partial \rho_{3 n}{ }^{\prime}(2 r)}{\partial t} \\
& =\lambda^{n+2} \sum_{r=0}^{s} \sum_{i=0}^{r} \lambda^{2 r}\left[\Omega_{3 n, 3 n}\right]_{r+1-i} \rho_{3 n^{\prime}}(2 i)(t) \\
& =\lambda^{n+2} \sum_{\alpha=0}^{s} \lambda^{2 \alpha}\left[\Omega_{3 n, 3 n}\right]_{\alpha+1} \times \sum_{i=0}^{s-\alpha}\left\{\lambda^{2 i} \rho_{3 n}^{\prime}(2 i)(t)\right\} . \tag{9.13}
\end{align*}
$$

The summation over $i$ can be extended up to $i=s$; this only adds terms of higher order than $\lambda^{n+2 s}$ and the equation is still correct at that order. We then obtain for $\rho_{3 n}{ }^{\prime}(t)$ the very simple "diagonal" differential equation for the time rate of change of $\rho_{3 n}{ }^{\prime}(t)$

$$
\begin{equation*}
\frac{1}{\lambda^{2}} \frac{\partial \rho_{3 n}{ }^{\prime}}{\partial t}=\left\{\sum_{\alpha=0}^{s} \lambda^{2 \alpha}\left[\Omega_{3 n, 3 n}\right]_{\alpha+1}\right\} \rho_{3 n}{ }^{\prime}(t) . \tag{9.14}
\end{equation*}
$$

The properties of these equations will be studied in a subsequent paragraph.

## 10. EVOLUTION OF THE FUNCTIONS $\varrho_{3 n}{ }^{\prime \prime}(t)$

We have seen that for $\rho_{3 n}{ }^{\prime}(t)$, the last fragment at the left plays an essential role in determining the evolution equation. This will again be true for the functions $\rho_{3 n}{ }^{\prime \prime}(t)$. As this last fragment is always a creation fragment, we may no longer expect a diagonal equation. Indeed, we shall show that $\rho_{3 n}{ }^{\prime \prime}{ }^{(2 r)}(t)$ obeys the following equation:

$$
\begin{align*}
\rho_{3 n}^{\prime \prime(2 r)}(t)= & \sum_{m=1}^{n} \\
& \left.\exp \left[-i \omega_{3(n-m)}\right]\right]  \tag{10.1}\\
& \times \sum_{i=0}^{r}\left[\Omega_{3 n, 3(n-m)}\right] i^{m} \rho_{3(n-m)}{ }^{\prime 2(r-i)}(t) .
\end{align*}
$$

This equation relates $\rho_{3 n}{ }^{\prime \prime}(2 r)(t)$ to all the functions $\rho_{3(n-m)^{\prime 2}(r-i)}(t)$. There is a basic difference in the behavior of $\rho_{3 n}{ }^{\prime}$ and of $\rho_{3 n}{ }^{\prime \prime}$. While the functions $\rho_{3 n}{ }^{\prime}$ satisfy a separate set of equations independent of the $\rho_{3 n}{ }^{\prime \prime}$, the functions $\rho_{3 n}{ }^{\prime \prime}$ are completely determined by the values of the $\rho_{3 n}{ }^{\prime \prime}$ 's. Moreover, only the functions $\rho_{3 k}{ }^{\prime}$ with $k<n$ and corresponding therefore to a smaller number of correlations enter into the equation for $\rho_{3 n}{ }^{\prime \prime}$. The operator $\left[\Omega_{3 n, 3(n-m)}\right]_{i}{ }^{m}$ corresponds to all the nondiagonal creation fragments made of $i$ cycles and the $m$ nondiagonal creation transitions which are necessary to go from the state $3(n-m)$ to the state $3 n$. Examples are given in Fig. 16. The operator $\Omega$ is again time independent. The oscillating factor in front corresponds to the free propagation of the $(n-m)$ correlations which were already present initially. It corresponds to the oscillating factor $e^{i \gamma t}$ of (7.3) which is not used in the asymptotic integrations. As in Sec. 9, we again consider first the case $\boldsymbol{r}=0$. We then have only creation diagrams because destructions always introduce at least one uncompensated $\lambda^{2}$ factor. We have
$\rho_{3 l}{ }^{\prime \prime}(0)(t)=\lambda^{-l} \sum_{m=1}^{l} \sum_{k=0}^{\infty} \lambda^{m+2 k}$ \{creation fragment
made of $m$ creation transitions $\}$

$$
\begin{align*}
& \times\{k \text { cycles }\} \rho_{3(l-m)}(0) \\
& \times \exp \left[-i \omega_{3(l-m)} t\right] . \tag{10.2}
\end{align*}
$$

Examples are given in Fig. 17.
Using the notations explained in connection with

(10.1), we can rewrite (10.2) as

$$
\begin{gather*}
\rho_{3 i^{\prime \prime}(0)}^{(t)=\lambda^{-l} \sum_{m=1}^{l} \lambda^{m} \exp \left[-i \omega_{3(l-m)} t\right]\left[\Omega_{3 l, 3(l-m)}\right] 0^{m}} \\
\times\left\{\sum_{k=0}^{\infty} \lambda^{2 k}[k \text { cycles }] \rho_{3(l-m)}(0)\right\} . \tag{10.3}
\end{gather*}
$$

The contributions inside \{ \} have now to be taken up
to time $t$ (see Appendix I). If we use (9.2), we obtain

$$
\begin{align*}
&\left.\rho_{3 l} \prime^{\prime(0)}(t)=\sum_{m=1}^{l} \exp \left[-i \omega_{3(l-m)}\right)\right]\left[\Omega_{3 l, 3(l-m)}\right]_{0^{m}} \\
& \times \rho_{3(l-m)}{ }^{\prime(0)}(t) . \tag{10.4}
\end{align*}
$$

Let us now consider the case $r>0$ and again follow the same procedure. We have
$\rho_{3 l}{ }^{\prime \prime}(2 r)(t)=\sum_{m=1}^{l} \lambda^{-l+m} \exp \left[-i \omega_{3(l-m)} t\right]\{$ creation fragment with $m$ creation transitions and $r$ cycles $\} \rho_{3(l-m)}(0)$
$+\sum_{m=1}^{l} \sum_{n=0}^{r} \sum_{s=1}^{\infty} \lambda^{-l+m+2 s} \exp \left[-i \omega_{3(l-m)} t\right] \times\{$ creation fragment with $m$ creation transitions and $n$
cycles $\} \times\{s$ diagonal fragments made of $(r+s-n)$ cycles $\} \rho_{3(l-m)}(0)$
$+\sum_{m=1}^{l} \sum_{n=0}^{r-1} \sum_{\mu=1}^{r-n} \lambda^{-l+m-\mu} \exp \left[-i \omega_{3(l-m)} t\right] \times\{$ creation fragment with $m$ creation transitions and $n$ cycles $\} \times\{$ destruction fragment with $\mu$ destruction transitions and $(r-n-\mu)$ cycles $\} \rho_{3(l-m+\mu)}(0)$ $+\sum_{m=1}^{l} \sum_{n=0}^{r-1} \sum_{\mu=1}^{r-n} \sum_{s=1}^{\infty} \sum_{k=s}^{r+s-n-\mu} \lambda^{-l+m-\mu+2 s} \exp \left[-i \omega_{3(l-m)} l\right] \times\{$ creation fragment with $m$ creation transitions and $n$ cycles $\} \times\{s$ diagonal fragments made of $k$ cycles $\} \times\{$ destruction fragment made of $\mu$ destruction transitions and ( $r-n-\mu-k+s$ ) cycles $\} \times \rho_{3(l-m+\mu)}(0)$.

Examples are given in Fig. 18. Let us again write explicitly in (10.5) the operator corresponding to the creation fragment at the left. If we change the order of the summations over $\mu$ and $k$ in the last term, we obtain
$\rho_{3 l}{ }^{\prime \prime}(2 r)(t)=\sum_{m=1}^{l} \sum_{n=0}^{r-1} \lambda^{-l+m} \exp \left[-i \omega_{3(l-m)} t\right]\left[\Omega_{3 l, 3(l-m)}\right]_{n}^{m} \times\left[\sum_{s=1}^{\infty} \lambda^{2 s}\right.$
$\times\{s$ diagonal fragments made of $(r+s-n)$ cycles $\} \rho_{3(l-m)}(0)$
$+\sum_{\mu=1}^{r-n} \lambda^{-\mu}\{$ destruction fragment with $\mu$ destruction transitions and $(r-n-\mu)$ cycles $\} \rho_{3(1-m+\mu)}(0)$
$+\sum_{s+1}^{\infty} \sum_{k=s}^{r-n+s-1} \sum_{\mu=1}^{r+s-n-k} \lambda^{-\mu+2 s}\{s$ diagonal fragments made of $k$ cycles $\} \times\{$ destruction fragment made of $\mu$ destruction transitions and $(r-n-\mu-k+s)$ cycles $\left.\} \rho_{3(1-m+\mu)}(0)\right]$
$\left.+\sum_{m=1}^{l}\left[\Omega_{3 l}, 3(l-m)\right]^{m} \exp \left[-i \omega_{3(l-m)}\right)\right]\left\{\rho_{3(l-m)}(0)+\sum_{s=1}^{\infty} \lambda^{2 s}[s\right.$ diagonal fragments made of $s$ cycles $] \rho_{3(l-m)}(0)$,
where again all the contributions at the right of the operators $\Omega$ have to be taken up to time $t$. If we take into account (9.7) for $r$ replaced by $(r-n)$ and (9.2), we obtain

$$
\begin{equation*}
\rho_{3 l^{\prime \prime}}{ }^{\prime 2 r)}(t)=\sum_{m=1}^{l} \sum_{n=0}^{r} \exp \left[-i \omega_{3(l-m)} t\right]\left[\Omega_{3 l, 3(l-m)}\right] n^{m} \rho_{3(l-m)}{ }^{\prime 2(r-n)}(t) \tag{10.7}
\end{equation*}
$$



Fig. 18. $6^{\prime}$ has one correlation in common with $6 ; 3^{\prime}$ is a correlation which
 does not appear in 6.
in agreement with (10.1). As for $\rho_{3 i} i^{\prime}(t)$ we can write an equation for $\rho_{3} i^{\prime \prime}(t)$ correct up to order $\lambda^{l+2 s}$ :

$$
\begin{align*}
\rho_{3 i}{ }^{\prime \prime}(t) & =\lambda^{l} \sum_{r=0}^{s} \lambda^{2 r} \rho_{3 n^{\prime \prime}}{ }^{\prime \prime}(2 r)(t) \\
& =\lambda^{l} \sum_{m=1}^{l} \exp \left[-i \omega_{3(l-m)} i\right] \sum_{i=0}^{s} \lambda^{2 i}\left[\Omega_{3 l, 3(l-m)]}\right] i^{m} \times \sum_{\alpha=0}^{s-i} \lambda^{2 \alpha} \rho_{3(l-m)}{ }^{\prime \alpha \alpha}(t) . \tag{10.8}
\end{align*}
$$

Once more the equation remains correct at order $\lambda^{l+2 s}$ if we extend the summation over $\alpha$ up to $\alpha=s$. Then

$$
\begin{equation*}
\rho_{3 l} i^{\prime \prime}(t)=\sum_{m=1}^{l} \lambda^{m} \exp \left[-i \omega_{3}(l-m) t\right]\left(\sum_{i=0}^{s} \lambda^{2 i}\left[\Omega_{3 l, 3(l-m)}\right]_{i}^{m}\right\} \rho_{3(l-m)}{ }^{\prime}(t) . \tag{10.9}
\end{equation*}
$$

This equation relates $\rho_{3 l}{ }^{\prime \prime}(t)$ to the functions $\rho_{3(l-m)}{ }^{\prime}(t)$. Whereas Eq. (9.14) describes the evolution of the function $\rho_{3 n}(t) \exp \left[-i \omega_{3 n} t\right]$ due to interactions among normal modes not involving the $3 n$ normal modes described by that function, the function $\rho_{3 n}{ }^{\prime \prime}(t)$ contains the part of the evolution due to mechanical interactions between those $3 n$ normal modes. As can be seen from (10.9), those interactions must occur at the end of the process in order to contribute asymptotically.

## 11. EXAMPLES OF APPLICATION-EQUATIONS UP TO ORDER $\lambda^{2}$

The result of the two preceding sections can be summarized in the following way. The evolution of the system at a given finite order $\lambda^{a}$ is given by

$$
\begin{gather*}
\rho_{3 n}(t) \exp \left(-i \omega_{3 n} t\right)=\rho_{3 n}{ }^{\prime}(t) \exp \left(-i \omega_{3 n} t\right)+\rho_{3 n}^{\prime \prime}(t), \\
n \leqslant s  \tag{11.1}\\
\frac{\partial \rho_{3 n}^{\prime}(t)}{\partial t}=\left\{\sum_{\alpha=0}^{(s-n) / 2} \lambda^{2 \alpha+2}\left[\Omega_{3 n, 3 n}\right]_{\alpha+1}\right\} \rho_{3 n}{ }^{\prime}(t),  \tag{11.2}\\
\rho_{3 n^{\prime \prime}}^{\prime \prime}(t)=\sum_{m=1}^{n} \lambda^{m} \exp \left[-i \omega_{3(n-m)} t\right] \\
\quad \times\left\{\sum_{i=0}^{(s-n) / 2} \lambda^{2}\left[\Omega_{3 l, 3(l-m)}\right] i^{m}\right\} \rho_{3}(l-m)^{\prime}(t),  \tag{11.3}\\
\rho_{0}^{\prime \prime}(t)=0 .
\end{gather*}
$$

It is important to remember that those equations are valid only for times such that asymptotic integration is permitted, i.e., much larger than characteristic molecular times (see Sec. 7)

$$
\begin{equation*}
\gg \omega_{D}{ }^{-1}=\tau_{\mathrm{mol}} . \tag{11.4}
\end{equation*}
$$

Moreover, by using an expansion in terms of $\left(\lambda^{2} t\right)^{m} \lambda^{2 i}$, we introduced a further condition for the validity of these equations. Indeed, these will be valid for times $t$ such that the product $\lambda^{2} t$ is finite for $\lambda$ small; more precisely, we consider times $t$ of the order of the relaxation time $\tau_{\text {rel }}$, which is assumed to be of the form

$$
\begin{equation*}
\tau_{\mathrm{rel}} \sim \frac{1}{\lambda^{2}}\left\{1+\lambda^{2}+\cdots\right\} \tag{11.5}
\end{equation*}
$$

The condition (11.4) of validity of the asymptotic integrations is independent of $\lambda$. It is only the fact we use an expansion in terms of $\left(\lambda^{2} t\right)^{m} \lambda^{2 i}$ which introduces,
by combination of (11.4) and (11.5), the condition

$$
\begin{equation*}
\omega_{D} \gg \lambda^{2} /\left(1-\lambda^{2}+\cdots\right) \tag{11.6}
\end{equation*}
$$

The fact that the Eqs. (11.2) and (11.3) are valid to order $\lambda^{s}$ also means that all terms of the form $\lambda^{a+m}\left(\lambda^{2} t\right)^{n}$, $m \geqslant 1$ which may arise in their solutions are meaningless. In other words (11.2) and (11.3) are simply a compact way of writing the sets of Eqs. (9.1) and (10.1).
As an illustration, let us write more explicitly the equations of evolution up to order $\lambda^{2}$. At order $\lambda^{0}$, i.e., for weakly coupled system, we have the simple equation

$$
\begin{equation*}
\left(1 / \lambda^{2}\right)\left(\partial \rho_{0} / \partial t\right)=\left[\Omega_{0,0}\right]_{1} \rho_{0}(t), \tag{11.7}
\end{equation*}
$$

where the operator $\left[\Omega_{0,0}\right]_{1}$ corresponds to the cycle and is given in $^{7}$ [Eq. (2.13)]. This equation is nothing else than the usual master equation for weakly coupled systems. At order $\lambda$, we have to add the equations

$$
\begin{align*}
\left(1 / \lambda^{2}\right)\left(\partial \rho_{3}^{\prime} / \partial t\right) & =\left[\Omega_{3,3}\right]_{1} \rho_{3}^{\prime}(t),  \tag{11.8}\\
\rho_{3}^{\prime \prime} & =\left[\Omega_{3,0}\right]_{0^{1} \rho_{0}}(t), \tag{11.9}
\end{align*}
$$

where $\left[\Omega_{3,3}\right]_{1}$ corresponds to the cycle to which three freely propagated lines are added, i.e.,

$$
\begin{align*}
& {\left[\Omega_{1_{k} 1_{k^{\prime}}} 1_{k^{\prime \prime}} 1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}}\right]_{l}} \\
& =\sum_{l l^{\prime} l^{\prime \prime}}\left\{i \zeta\left(\omega_{l}+\omega_{l^{\prime}}+\omega_{l^{\prime \prime}}\right)\left\langle 1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}}\right| \delta L\left|1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}} 1_{l} 1_{l^{\prime}} 1_{l^{\prime \prime}}\right\rangle\right. \\
& \quad \times\left\langle 1_{k} 1_{\left.k^{\prime}, 1_{k^{\prime \prime}} 1_{l} 1_{l^{\prime}} 1_{l^{\prime \prime}}|\delta L| 1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}}\right\rangle}^{\quad \text { + } \operatorname{similar} \text { terms with }\left(1_{l} 1_{l^{\prime}}-1_{l^{\prime \prime}}\right),}\right. \\
& \left.\left.\quad\left(1_{l}-1_{l^{\prime}}-1_{l^{\prime \prime}}\right) \text {, and }\left(-1_{l}-1_{l^{\prime}}-1_{l^{\prime \prime}}\right)\right\} \quad \text { (11.10) }\right)
\end{align*}
$$

and $\left[\Omega_{3,0}\right]_{0}{ }^{1}$ corresponds to the first diagram of Fig. 16

$$
\left.\begin{array}{rl}
{\left[\Omega_{1_{k} k^{\prime}} k_{k^{\prime \prime}}, 0\right.}
\end{array}\right]_{0^{1}}=i \zeta\left(\omega_{k}+\omega_{k^{\prime}}+\omega_{k^{\prime \prime}}\right) .
$$

Finally, at order $\lambda^{2}$ the equation for $\rho_{0}$ itself is modified

$$
\begin{equation*}
\left(1 / \lambda^{2}\right)\left(\partial \rho_{0} / \partial t\right)=\left[\Omega_{0,0}\right]_{1} \rho_{0}+\lambda^{2}\left[\Omega_{0,0}\right]_{2} \rho_{0} \tag{11.12}
\end{equation*}
$$

The operator $\left[\Omega_{0,0}\right]_{2}$ is given in Fig. 14 and is studied in Appendix II. At order $\lambda^{2}$, the functions $\rho_{3}{ }^{\prime}$ and $\rho_{3}{ }^{\prime \prime}$ are still given by (11.8) and (11.9). However, we still have to add the following equations in order to have the complete description of the evolution of the system to order $\lambda^{2}$ :

$$
\begin{align*}
\left(1 / \lambda^{2}\right)\left(\partial \rho_{6}{ }^{\prime} / \partial t\right)= & {\left[\Omega_{6,6}\right]_{1} \rho_{6}{ }^{\prime}(t), }  \tag{11.13}\\
\rho_{6}{ }^{\prime \prime}(t)= & {\left.\left[\Omega_{6,3}\right]\right]_{0^{1} \rho_{3}{ }^{\prime}(t)+\left[\Omega_{6,3}{ }^{\prime}\right]{ }_{0}{ }^{1} \rho_{3^{3}}{ }^{\prime}(t)} } \\
& +\left[\Omega_{6,0}\right]_{0} \rho_{0} \rho_{0}^{\prime}(t) \text { if } 6=3+3^{\prime}, \tag{11.14}
\end{align*}
$$

where the operator in (11.13) corresponds to a cycle plus six freely propagated lines and the operators in (11.14) are shown in Fig. 16.

## 12. APPROACH TO EQUILIBRIUM

Let us first consider the behavior of the functions $\rho_{3 n}{ }^{\prime}(t)$. The lowest-order contribution for each of these functions is given by (9.1) for $r=0$

$$
\begin{equation*}
\partial \rho_{3 n}{ }^{\prime(0)}(t) / \partial t=\left[\Omega_{3 n, 3 n}\right]_{1} \rho_{3 n}{ }^{\prime(0)}(t) \tag{12.1}
\end{equation*}
$$

The operators $\left[\Omega_{3 n, 3 n}\right]_{1}$ have quite remarkable properties which have been studied previously in a paper by one of us (I.P.) and J. Philippot ${ }^{7}$ (where these operators are denoted by $0_{(3 n\})}$ ). For instance, $\left[\Omega_{0,0}\right]_{1}$ is a selfadjoint operator with negative eigenvalues

$$
\begin{equation*}
\left[\Omega_{0,0}\right]_{1} \varphi_{m}=-\mu_{m} \varphi_{m} \quad \mu_{m} \geqslant 0, \tag{12.2}
\end{equation*}
$$

if $\varphi_{m}$ is an eigenfunction of $\left[\Omega_{0,0}\right]_{1}$. To the eigenvalue $\mu_{0}=0$ correspond the eigenfunctions

$$
\begin{equation*}
\varphi_{0}=f\left(H_{0}\right) . \tag{12.3}
\end{equation*}
$$

Now the operators $\left[\Omega_{3 n, 3 n}\right]_{1}$ may be written in the following way:

$$
\begin{equation*}
\left[\Omega_{3 n, 3 n}\right]_{1}=\left[\Omega_{0,0}\right]_{1}-M_{3 n^{2}}+i F_{3 n}, \tag{12.4}
\end{equation*}
$$

where $M_{3 n}$ and $F_{3 n}$ are not operators but functions of the action variables. The real part of these operators is also a self-adjoint operator with negative eigenvalues

$$
\begin{equation*}
\left\{\left[\Omega_{0,0}\right]_{1}-M_{3 n}{ }^{2}\right\} \varphi_{m}{ }^{(3 n)}=-\mu_{m}{ }^{(8 n)} \varphi_{m}^{(3 n)}, \tag{12.5}
\end{equation*}
$$

but this time, the only way to obtain $\mu_{m}{ }^{(3 n)}=0$ is to take $\varphi_{0}{ }^{(3 n)}=0$. Therefore, for large times, one obtains as a consequence of (12.1)

$$
\begin{align*}
& \rho_{\{0\}^{(0)}(t \rightarrow \infty)} \rightarrow f\left(H_{0}\right),  \tag{12.6}\\
& \rho_{3 n^{\prime}}(0)(t \rightarrow \infty) \rightarrow 0 . \tag{12.7}
\end{align*}
$$

If we use these results, we can study Eqs. (9.1) in the next order. For large times, we can write

$$
\begin{equation*}
\left(1 / \lambda^{2}\right)\left(\partial \rho_{0}^{\prime \prime}(2) / \partial t\right)=\left[\Omega_{0,0}\right]_{1} \rho_{0}^{\prime}{ }^{\prime(2)}+\left[\Omega_{0,0}\right]_{2} f\left(H_{0}\right), \tag{12.8}
\end{equation*}
$$

whereas for $\rho_{3 n}{ }^{\prime}(t)$, we obtain

$$
\begin{equation*}
\left(1 / \lambda^{2}\right)\left[\partial \rho_{3 n}{ }^{\prime(2)}(t) / \partial t\right]=\left[\Omega_{3 n, 3 n}\right]_{1} \rho_{3 n}{ }^{\prime(2)}(t) . \tag{12.9}
\end{equation*}
$$

If we use again the properties of the operator in the
rhs of (12.9), we obtain

$$
\begin{equation*}
\rho_{8 n}{ }^{\prime 2}(t \rightarrow \infty) \rightarrow 0 . \tag{12.10}
\end{equation*}
$$

It is easily seen that if we go on with this procedure, we shall obtain

$$
\begin{equation*}
\rho_{3 n}{ }^{\prime}(t \rightarrow \infty) \rightarrow 0 \tag{12.11}
\end{equation*}
$$

whatever the order in $\lambda$ (this order being always finite in order that our equations be valid). Taking into account the physical meaning of $\rho_{3 n}{ }^{\prime}(t)$, we see that for large times the contribution of the scattering of correlations not involved in $\{3 n\}$ vanishes.

The behavior of the function $\rho_{0}{ }^{\prime}(t)$ for large $t$ is somewhat more involved. One can establish the following property (Appendix II):
$\left[\Omega_{0,0}\right]_{2} f\left(H_{0}\right)=-\left[\Omega_{0,0}\right]_{1}\left\{\left[\rho_{0}{ }^{\prime 2}{ }^{(2)}\right]^{\text {equil }}+\right.$ arbitrary function of $\left.H_{0}\right\}$.

If we use this result, the properties of $\left[\Omega_{0,0}\right]_{1}$ and the normalization condition, we can show that Eq. (12.8) leads for large times to the correct equilibrium value of $\rho_{0}{ }^{(2)}$. We have not yet been able to give a proof of the approach to equilibrium at an arbitrary order in $\lambda$. The difficulty lies in the mathematical complexity of the operators involved. Therefore, a generalization of (12.12) is not easy. However, for interacting particles, the proof exists and will be published in a subsequent paper. Let us now consider the behavior of the functions $\rho_{3 n}{ }^{\prime \prime}(t)$. For large times, we can use (12.10) in (10.1)
$\rho_{3 n^{\prime \prime}}{ }^{\prime \prime(2 r)}(t \rightarrow \infty)=\sum_{i=0}^{r}\left[\Omega_{3 n, 0}\right]_{i}{ }^{n} \rho\left\{\left.0\right|^{\prime 2(r-i)}(t \rightarrow \infty)\right.$.
The lowest-order contribution to $\rho_{3 n}{ }^{\prime \prime}(t \rightarrow \infty)$ can be shown to be the correct equilibrium expression. This can be easily verified for $n=1$, introducing (12.6) in (11.11)

$$
\begin{align*}
\rho_{3}^{\prime \prime}{ }^{\prime \prime}(0) & =\lambda\left[\Omega_{3,0}\right]_{0^{1}} f\left(H_{0}\right) \\
& =\lambda i \xi\left(\omega_{k}+\omega_{k^{\prime}}+\omega_{k^{\prime \prime}}\right)\left(1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}}|\delta L| 0\right\rangle f\left(H_{0}\right) \\
& =\lambda V_{k k^{\prime} k^{\prime \prime}}\left(J_{k} J_{k^{\prime}} J_{k^{\prime \prime}} / \omega_{k} \omega_{k^{\prime} \omega_{k^{\prime \prime}}}\right)^{\frac{1}{2}}\left(\partial f / \partial H_{0}\right) . \tag{12.14}
\end{align*}
$$

This is generalized for any $n$ in the Appendix II. We have not been able to generalize those results for $r>0$, the difficulty being again the mathematical complexity of the operators involved.

## 13. DISCUSSION-MECHANISM OF IRREVERSIBILITY

An essential feature of the theory, which has already been stressed in the study of gases ${ }^{1,2}$ is the fact that the evolution equations at any order $\lambda^{r}, r$ finite, can be obtained from a reduced closed set of equations rather than from the infinite set of Liouville equations (4.3). Indeed, it can be easily verified for instance that the evolution equations at order $\lambda^{0}, \lambda$, and $\lambda^{2}$ could have been obtained as the asymptotic solution of the following sets of equations (see Fig. 19). One sees immediately

## Ordre $\lambda^{\circ}$

$$
\begin{aligned}
& \frac{\partial \rho_{(0)}}{\partial t}=\longleftarrow \rho_{3}(t) \\
& \frac{\partial \rho_{3}}{\partial t}=\Longrightarrow \rho_{0}(t)
\end{aligned}
$$




Fig. 19. Reduced sets of equations for the study of the evolution of the system at order $\lambda^{0}, \lambda$, and $\lambda^{2}$.

that these reduced closed sets of equations are obtained by neglecting in (4.3) all terms involving correlations between more than 3,6 , or 9 normal modes, respectively. In the same way, at order $\lambda^{r}$, the reduced set of equa-
tions will contain ( $r+2$ ) equations never involving diagrams with more than $3(r+1)$ lines. The existence of this reduced closed set of equations implies a welldefined mechanism for irreversibility. In the initial

Liouville equation (4.3), every Fourier component influences the evolution of any other Fourier component. The situation is now completely different. Only a finite number of Fourier components describing correlations between a finite number of normal modes influence each other. These Fourier components still influence the higher correlations, but they are no longer influenced by them. In other words, the reversible behavior is characterized by the fact that the information flows in both directions: from $\rho_{3 n}$ to $\rho_{3 m}(n<m)$ and vice versa, while in the presence of irreversible processes this is no longer true. This can be represented graphically as follows:

Reversible behavior : $\rho_{0} \rightleftharpoons \rho_{3} \rightleftharpoons \rho_{6} \rightleftharpoons \rho_{9} \rightleftharpoons \rho_{12} \rightleftharpoons \cdots$.
Irreversible behavior:

$$
\begin{array}{ll}
\text { order } \lambda^{0}: & \rho_{0} \rightleftharpoons \rho_{3} \rightarrow \rho_{6} \rightarrow \rho_{9} \rightarrow \cdots \\
\text { order } \lambda: & \rho_{0} \rightleftharpoons \rho_{3} \rightleftharpoons \rho_{6} \rightarrow \rho_{9} \rightarrow \cdots \\
\text { order } \lambda^{2}: & \rho_{0} \rightleftharpoons \rho_{3} \rightleftharpoons \rho_{6} \rightleftharpoons \rho_{9} \rightarrow \cdots
\end{array}
$$

It is interesting to consider the existence of such closed sets of equations as a kind of contraction or shortening in the description of the state of the system which occurs after times long in respect to the duration of an interaction. The existence of such kind of contraction was postulated by Bogolioubov, ${ }^{14}$ and discussed among others by Kac and Uhlenbeck. ${ }^{15}$
It is obvious that the closed set of equations is only meaningful for times such that the asymptotic time integration is permitted and that means precisely times long in respect to the duration of an interaction.

The interesting feature is now that for times of the order of the relaxation times a further contraction occurs. This can easily be seen in terms of our decomposition of $\rho_{3 n}$ into $\rho_{3 n}{ }^{\prime}$ and $\rho_{3 n}{ }^{\prime \prime}$. The operators involved in the evolution equation for $\rho_{3 n}{ }^{\prime}$ are diagonal fragments which may be considered as describing collisions or scattering processes between normal modes. On the other hand, the equations for $\rho_{3 n}{ }^{\prime \prime}$ contain the direct interactions between the different normal modes necessary to build up the correlations involved in the set $\{3 n\}$.
Now we have seen that the $\rho_{3 n}$ "s go to zero in times of the order of the relaxation time. With the disappearance of $\rho_{3 n}$ ', the system forgets the initial correlations. At the same time new correlations $\rho_{3 n}{ }^{\prime \prime}$ are built out of $\rho_{0}$. Moreover, $\rho_{0}$ satisfies a separate diagonal equation given by (9.14) for $n=0$.
Therefore, at this stage a new and more dominant role is played by $\rho_{0}$. The correlations become functionals of $\rho_{0}$. This is again in agreement with the mechanism postulated by Bogolioubov. ${ }^{14}$
In the case studied here this further reduction expresses simply the approach to equilibrium. Indeed

[^7]let us write the equilibrium distribution in the form
\[

$$
\begin{align*}
& \rho^{\text {equil }}\left(J_{1} \cdots, \alpha_{1} \cdots\right) \\
&= \frac{f\left(H_{0}+\lambda V\right)}{\int \cdots \int(d J d \alpha)^{N} f\left(H_{0}+\lambda V\right)}  \tag{13.1}\\
&=\left\{1+\lambda V \frac{\partial}{\partial H_{0}}+\frac{\lambda^{2} V^{2}}{2} \frac{\partial^{2}}{\partial H_{0}{ }^{2}}-\frac{\lambda^{2}}{2} \int \cdots \int(d J d \alpha)^{N}\right. \\
&\left.\quad \times\left[V^{2} \frac{\partial^{2} f\left(H_{0}\right)}{\partial H_{0}{ }^{2}}\right]+\lambda^{3} \cdots\right\} f\left(H_{0}\right)
\end{align*}
$$
\]

with the normalization condition

$$
\begin{equation*}
\int \cdots \int(d J)^{N} f\left(H_{0}\right)=1 \tag{13.2}
\end{equation*}
$$

Clearly, all $\rho_{3 n}{ }^{\text {equil }}$, which are the Fourier coefficients of $\rho^{\text {equil, }}$, by (13.1) may be expressed in terms of operations performed on $f\left(H_{0}\right)$, that is, as functionals of $f\left(H_{0}\right)$.

However, this further contraction of the description is by no means trivial in hydrodynamical problems where one may expect that in the same way the correlations will become functionals of the single particle distribution functions depending on the local state of the system.

This problem will be studied in detail in a subsequent paper.
Also a detailed application of this method to the calculation of thermal conductivity of strongly anharmonic solids will be published separately by one of us (F.H.) and L. Blum.
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## APPENDIX I. TIME INTEGRALS

Let us evaluate integral (7.3) for various situations. As the factor $e^{i \gamma t}$ plays no role, we shall drop it. Thus we have

$$
\begin{align*}
I(t)=\int_{0}^{t} d t_{1} & \cdots \int_{0}^{t_{n}-1} d t_{n} \exp \left[i \alpha_{0}\left(t-t_{1}\right)\right] \\
& \times \prod_{i=1}^{n-1} \exp \left[i \alpha_{i}\left(t_{i}-t_{i+1}\right)\right] \exp \left(i \alpha_{n} t_{n}\right) . \tag{A.1}
\end{align*}
$$

As we have said in Sec. 7, asymptotically this integral is equal to the sum of all nonoscillating terms where the variables $\alpha_{i}$ in the denominators are replaced by complex variables $\alpha_{i} \pm i \epsilon$, and the limit $\epsilon \rightarrow 0$ is taken after integration over $\alpha$ 's. Our problem, in order to
establish theorems I and II is then to find the nonoscillating contributions to (A.1) and their order of magnitude with respect to $t$. The easiest way to perform an integral like (A.1) is to introduce new variables corresponding to the time intervals ( $t_{i}-t_{i+1}$ ). Let us first consider the case where $\alpha_{0}=0$, i.e., the case of diagonal diagrams or destruction diagrams. Then we choose our new variables in the following way:

$$
\begin{gather*}
t_{i}-t_{i+1}=\tau_{i}, \quad 1 \leqslant i \leqslant n-1 \\
t_{n}=\tau_{n} . \tag{A.2}
\end{gather*}
$$

The domain of integration is defined by the conditions

$$
\begin{equation*}
0 \leqslant t_{n} \leqslant t_{n-1} \cdots \leqslant t_{i} \leqslant t_{i-1} \cdots \leqslant t_{1} \leqslant t . \tag{A.3}
\end{equation*}
$$

Equivalent conditions are

$$
\begin{gather*}
\tau_{i} \geqslant 0, \quad 1 \leqslant i \leqslant n \\
t-\sum_{i} \tau_{i} \geqslant 0 . \tag{A.4}
\end{gather*}
$$

The easiest way to take account of these conditions is to take the integral over each $\tau_{i}$ from 0 to $\infty$ and multiply the integrand by the Heaviside function $\eta\left(t-\sum_{i} \tau_{i}\right)$ defined by

$$
\begin{align*}
\eta(x) & =1 & & x>0 \\
& =0 & & x<0 . \tag{A.5}
\end{align*}
$$

If we use the representation of the Heaviside function

$$
\begin{equation*}
\eta(x)=2 \pi i \int_{-\infty-i \epsilon}^{+\infty-i \epsilon} d z \frac{e^{i z x}}{z} \tag{A.6}
\end{equation*}
$$

we obtain for (A.1) in the case $\alpha_{0}=0$

$$
\begin{align*}
I(t)=2 \pi i \int_{-\infty-i \epsilon}^{+\infty-i t} d z \frac{e^{i z t}}{z} \times \prod_{i=1}^{n} & \int_{0}^{\infty} d \tau_{i} \\
& \times \exp \left[i\left(\alpha_{i}-z\right) \tau_{i}\right] . \tag{A.7}
\end{align*}
$$

We can easily perform the integrations over the $\tau_{i}$ 's

$$
\begin{equation*}
I(t)=2 \pi i \int_{-\infty-i \epsilon}^{+\infty-i \epsilon} d z \frac{e^{i z t}}{z} \prod_{i=1}^{n} \frac{1}{i\left(z-\alpha_{i}\right)} \tag{A.8}
\end{equation*}
$$

Now if the diagonal region of the diagram contains $m$ diagonal fragments, $m$ of the $\alpha_{i}$ are equal to zero and (A.8) becomes

$$
\begin{equation*}
I(t)=(-i)^{m}(2 \pi i) \int_{-\infty-i \epsilon}^{+\infty-i \epsilon} d z z_{z^{m+1}}^{e^{i z t}} \prod_{\substack{a \| l \\ \alpha i \neq 0}} \frac{1}{i\left(z-\alpha_{i}\right)} \tag{A.9}
\end{equation*}
$$

To perform the integral over $z$, we close the contour by a semicircle at infinity in the upper half-plane and use residue calculus. Then we obtain

$$
\begin{equation*}
I(t)=\frac{(-i)^{m}}{m!}\left\{\frac{\partial^{m}}{\partial z^{m}} e^{i z t} \prod_{\substack{\text { all } \\ a i \neq 0}} \frac{1}{i\left(z-\alpha_{i}\right)}\right\}_{z=0} \tag{A.10}
\end{equation*}
$$

However, only the first contribution, i.e., the contribution proportional to $t^{m}$ is relevant. Indeed, all the other contributions are at least of order $\tau / t$, where $\tau$ is the characteristic molecular time introduced in (11.4), with respect to the first term. The neglect of all oscillating terms corresponds to neglecting terms of that order (see the discussion for the cycle in Sec. 7). We have thus to neglect also constant terms of this order. In other words, the asymptotic contribution of (A.7) will be of the form

$$
\begin{equation*}
I(t)=\frac{t^{m}}{m!}\left\{\prod_{\substack{\mathrm{all} \\ \alpha_{i} \neq 0}} \frac{1}{i\left(\alpha_{i}-z\right)}\right\}_{z=0} \tag{A.11}
\end{equation*}
$$

which establishes theorem I.
We may also notice that in this asymptotic evaluation each of the $m$ diagonal fragments as well as the destruction fragment is an instantaneous event on a macroscopic scale. If the last diagonal fragment at the left contains ( $2 s$ ) transitions, the $\alpha_{i}$ 's for $1 \leqslant i \leqslant 2 s-1$ are different from zero, whereas $\alpha_{28}=0$; (A.11) may then be written

$$
\begin{aligned}
I(t)= & \left\{\prod_{i=1}^{2 s-1} \frac{1}{i\left(z-\alpha_{i}\right)}\right\}_{z=0} \int_{0}^{t} d t_{1} \int_{0}^{t_{1}} d t_{2} \cdots \\
& \left.\left.\times \int_{0}^{t_{m-1}} d t_{m}\right\} \prod_{\substack{\text { all } \\
\text { ai>0 } \\
i>2 s}} \frac{1}{i\left(z-\alpha_{i}\right)}\right\}_{z=0} \\
= & \left\{\sum_{i=1}^{2 s-1} \frac{1}{i\left(z-\alpha_{i}\right)}\right\}_{z=0} \int_{0}^{t} d t_{1} \times \text { asymptotic }
\end{aligned}
$$

contribution of the remaining part of the

$$
\begin{equation*}
\text { diagram taken up to time } \left.t_{1}\right\} \text {. } \tag{A.12}
\end{equation*}
$$

This result has been used in (9.8), the factor in front of the rhs of (A.12) corresponding to the $\zeta$ functions, etc., which appear in the operator $\left[\Omega_{3 n, 3 n}\right]_{s}$.

Let us now consider the case $\alpha_{0} \neq 0, \alpha_{n}=0$, i.e., the case of creation diagrams. The natural change of variables in this case is obviously

$$
\begin{gather*}
t-t_{1}=\tau_{1} \\
t_{i}-t_{i+1}=\tau_{i+1}, \quad 1 \leqslant i \leqslant n-1 . \tag{A.13}
\end{gather*}
$$

The domain of integration is defined by

$$
\begin{equation*}
\tau_{i} \geqslant 0, \quad t-\sum_{i} \tau_{i} \geqslant 0 \tag{A.14}
\end{equation*}
$$

If we introduce again the Heaviside function to take account of the last condition, we obtain

$$
\begin{align*}
I(t)=2 \pi i \int_{-\infty-i t}^{+\infty-i \epsilon} d z \frac{e^{i z t}}{z} \prod_{i=0}^{n-1} & \int_{0}^{\infty} d \tau_{i+1} \\
& \times \exp \left[i\left(\alpha_{i}-z\right) \tau_{i+1}\right] \tag{A.15}
\end{align*}
$$

By following the same procedure as before, it is immediately seen that if $m$ is the number of diagonal fragments preceding the creation fragment, the asymptotic contribution of $I(t)$ is again proportional to $t^{m}$. This contribution is

$$
\begin{equation*}
I(t)=\frac{i^{m}}{m!}\left\{\prod_{\substack{\text { all } \\ \alpha \neq 0}} \frac{1}{i\left(z-\alpha_{i}\right)}\right\}_{z=0} . \tag{A.16}
\end{equation*}
$$

If the creation fragment at the end of the diagram contains $s$ transitions $(s \geqslant 1)$ the $\alpha_{i}$ 's for $1 \leqslant i \leqslant s$ are different from zero, whereas $\alpha_{z+1}=0$; (A.16) may then be written

$$
\begin{aligned}
I(t) & =\prod_{i=1}^{s}\left\{\frac{1}{i\left(z-\alpha_{i}\right)}\right\}_{z=0} \times\left\{\frac{t^{m}}{m!} \prod_{\substack{\text { aul } \\
i>\neq 0 \\
i>s+1}} \frac{1}{i\left(z-\alpha_{i}\right)}\right\}_{z=0} \\
& =\prod_{i=1}^{s}\left\{\frac{1}{i\left(z-\alpha_{i}\right)}\right\}_{z=0} \times\{\text { asymptotic contribution }
\end{aligned}
$$

of the remaining part of the diagram taken up to time $t\}$. (A.17)

This result has been used in (10.3), the factor in front of the rhs of (A.17) corresponding to the $\zeta$ functions, etc., which appear in the operator $\left[\Omega_{3 n, 3 m}\right]_{8}$. The last case of reducible diagram we have to consider is the reducible destruction-creation diagram. In that case $\alpha_{0}$ and $\alpha_{r}$ are both different from zero, but at least one of the $\alpha_{i}$ 's ( $1 \leqslant i \leqslant n-1$ ) is equal to zero. In fact $(m+1)$ of these $\alpha_{i}$ 's are equal to zero if there are $m$ diagonal fragments in between the creation and the destruction fragment. Let us take $\alpha_{j}=0$. Then, we choose the $\tau$ variables in the following way:

$$
\begin{gathered}
t-t_{1}=\tau_{1}, \quad t_{i}-t_{i+1}=\tau_{i+1} \\
1 \leqslant i \leqslant j-1 \quad \text { and } \quad 1+j \leqslant i \leqslant n .
\end{gathered}
$$

Then we have

$$
\begin{gather*}
I(t)=2 \pi i \int_{-\infty-i \epsilon}^{+\infty-i \epsilon} d z \frac{e^{i z t}}{z} \prod_{i=0}^{j-1} \int_{0}^{\infty} d \tau_{i} \exp \left[i\left(\alpha_{i}-z\right) \tau_{i}\right] \\
\times \prod_{l=j+1}^{n} \int_{0}^{\infty} d \tau_{l} \exp \left[i\left(\alpha_{l}-z\right) \tau_{l}\right] . \tag{A.18}
\end{gather*}
$$

As $m$ of the remaining $\alpha$ 's are equal to zero, it is easily verified that the asymptotic contribution of $I(t)$ is again proportional to $t^{m}$, which again is in complete agreement with theorem I of Sec. 7. It can also be verified that (A.17) holds for these diagrams also. We still have to consider the case of the irreducible destruction creation diagrams. Then, none of the $\alpha$ 's is equal to zero. If we use for instance, the $\tau$ variables as defined by (A.2), we obtain

$$
\begin{align*}
I(t)= & 2 \pi i \int_{-\infty-i \epsilon}^{+\infty-i \epsilon} d z \frac{e^{i z t}}{z} e^{i \alpha_{0} t} \prod_{i=0}^{n} \int_{0}^{\infty} d \tau_{i} \\
& \times \exp \left[i\left(\alpha_{i}-\alpha_{0}-z\right) \tau_{i}\right] \\
= & 2 \pi i \int_{-\infty-i \epsilon}^{+\infty-i \epsilon} d z-\frac{e^{i\left(z+\alpha_{0}\right) t}}{z} \prod_{i=0}^{n} \frac{1}{i\left(\alpha_{i}-\alpha_{0}-z\right)} . \tag{A.19}
\end{align*}
$$

If we take as new variable $z^{\prime}=z+\alpha_{0}$ and use residue calculus we immediately see that no term is nonoscillating. Therefore, the contribution vanishes asymptotically as stated in theorem II.

## APPENDIX II. PROPERTIES OF SOME OF THE OPERATORS WHICH APPEAR IN THE EQUATIONS OF EVOLUTION

The first property we have to establish is relation (11.13). The operator $\left[\Omega_{0,0}\right]_{2}$ is given in terms of diagrams in Fig. 14. Explicitly, we have

$$
\begin{aligned}
t\left[\Omega_{0,0}\right]_{2}= & \text { asymptotic limit } \sum_{k k^{\prime} k^{\prime \prime}} \sum_{l l^{\prime} l^{\prime \prime}}\left[\int_{0}^{t} d t_{1} \exp \left[-i\left(\omega_{k}+\omega_{k^{\prime}}+\omega_{k^{\prime}}\right) t_{1}\right] \int_{0}^{t_{1}} d t_{2} \exp \left[-i\left(\omega_{l}+\omega_{l^{\prime}}+\omega_{l^{\prime \prime}}\right) t_{2}\right]\right. \\
& \times\langle 0| \delta L\left|1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}}\right\rangle\left\langle 1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}}\right| \delta L\left|1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}} 1_{l} 1_{l^{\prime}} 1_{l^{\prime \prime}}\right\rangle\left\{\int_{0}^{t_{2}} d t_{3} \exp \left[i\left(\omega_{l}+\omega_{l^{\prime}}+\omega_{l^{\prime \prime}}\right) t_{3}\right]\right. \\
& \times\left\langle 1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}} 1_{l} 1_{l^{\prime}} 1_{l^{\prime \prime}}\right| \delta L\left|1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}}\right\rangle \int_{0}^{t_{3}} d t_{4} \exp \left[i\left(\omega_{k}+\omega_{k^{\prime}}+\omega_{k^{\prime \prime}}\right) t_{4}\right]\left\langle 1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}}\right| \delta L|0\rangle \\
& \left.+ \text { similar term obtained by permutation of }\left(k k^{\prime} k^{\prime \prime}\right) \text { and }\left(l l^{\prime} l^{\prime \prime}\right)\right\}+ \text { similar terms considering }-1_{k}
\end{aligned}
$$

$$
\begin{equation*}
\text { instead of } \left.1_{k} \text {, etc. }\right] \tag{B.1}
\end{equation*}
$$

If we take into account

$$
\begin{equation*}
\text { asymptotic limit } \int_{0}^{t} d t_{1} \int_{0}^{t_{1}} d t_{2} \int_{0}^{t_{2}} d t_{3} \int_{0}^{t_{3}} d t_{4} e^{-i \alpha t_{1}} e^{-i \beta t_{2}} e^{i \beta t_{3}} e^{i \alpha t_{4}}=\lim _{\substack{\epsilon \rightarrow 0 \\ \epsilon^{\prime} \rightarrow 0}} \frac{t}{[i(\alpha+i \epsilon)]^{2} i\left(\alpha+\beta+i \epsilon+i \epsilon^{\prime}\right)}, \tag{B,2}
\end{equation*}
$$

asymptotic limit $\int_{0}^{t} d t_{1} \int_{0}^{t_{1}} d t_{2} \int_{0}^{t_{2}} d t_{3} \int_{0}^{t_{3}} d t_{4} e^{-i \alpha t_{1}} e^{-i \beta t_{2}} e^{i \alpha t_{3}} e^{i \beta t_{4}}=\underset{\substack{\epsilon \rightarrow 0 \\ \epsilon^{\prime} \rightarrow 0}}{ } \frac{t}{[i(\alpha+i \epsilon)] i\left[\alpha+\beta+i \epsilon+i \epsilon^{\prime}\right] i\left(\beta+i \epsilon^{\prime}\right)}$,
we have

If we take into account (1.6), we have

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \frac{1}{i\left(\omega_{k}+\omega_{k^{\prime}}+\omega_{k^{\prime \prime}}+i \epsilon\right)}\left\langle\mathbf{1}_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}}\right| \delta L|0\rangle=V_{k k^{\prime} k^{\prime \prime}}\left(\frac{J_{k} J_{k^{\prime}} J_{k^{\prime \prime}}}{\omega_{k} \omega_{k^{\prime}} \omega_{k^{\prime \prime}}}\right)^{\frac{1}{\prime}} \frac{\partial f}{\partial H_{0}}, \tag{B.5}
\end{equation*}
$$

and therefore

If we use again (1.6) and take into account that we might have $k=l$, etc.
we obtain

$$
\left[\Omega_{0,0}\right]_{2} f\left(H_{0}\right)=\lim _{\epsilon \rightarrow 0} \sum_{k k^{\prime} k^{\prime \prime}} \sum_{l l^{\prime} l^{\prime \prime}}\left[V_{k k^{\prime} k^{\prime \prime}} V_{l l^{\prime} l^{\prime \prime}} \frac{1}{i\left(\omega_{k}+\omega_{k^{\prime}}+\omega_{k^{\prime \prime}}+i \epsilon\right)}\langle 0| \delta L\left|1_{k^{\prime}} 1_{k^{\prime}} 1_{k^{\prime \prime}}\right\rangle\left\langle 1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}}\right| \delta L\left|1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}} 1_{l} 1_{l^{\prime}} 1_{l^{\prime \prime}}\right\rangle\right.
$$

$$
\begin{equation*}
\left.\times\left(\frac{J_{k} J_{k^{\prime}} J_{k^{\prime \prime}} J_{l} J_{l^{\prime}} J_{l^{\prime \prime}}}{\omega_{k} \omega_{k^{\prime}} \omega_{k^{\prime}} \omega_{l} \omega_{l^{\prime}} \omega_{l^{\prime \prime}}}\right)^{\frac{1}{2}} \frac{\partial^{2} f}{\partial H_{0}{ }^{2}}+\text { similar terms }\right] . \tag{B.8}
\end{equation*}
$$

If we consider simultaneously the term written explicitly in (B.8) and the corresponding term where ( $1_{1} 1_{l^{\prime}} 1_{l^{\prime \prime}}$ ) is replaced by ( $-1_{l}-1_{l^{\prime}}-1_{l^{\prime \prime}}$ ), we obtain

$$
\begin{align*}
& {\left[\Omega_{0,0}\right]_{2} f\left(H_{0}\right)=\lim _{\epsilon \rightarrow 0} \sum_{k k^{\prime} k^{\prime \prime}} \sum_{l l^{\prime} l^{\prime \prime}}\left[i V _ { k k ^ { \prime } k ^ { \prime \prime } } | V _ { l l ^ { \prime } l ^ { \prime \prime } } | ^ { 2 } \frac { 1 } { i ( \omega _ { k } + \omega _ { k ^ { \prime } } + \omega _ { k ^ { \prime \prime } } + i \epsilon ) } \left\{\frac{\delta_{k l}+\delta_{k^{\prime}}+\delta_{k^{\prime \prime} l}}{J_{l}}+\frac{\delta_{k}+\delta_{k^{\prime} l^{\prime}}+\delta_{k^{\prime \prime}} l^{\prime}}{J_{l^{\prime}}}\right.\right.} \\
&\left.\left.+\frac{\delta_{k l^{\prime \prime}}+\delta_{k^{\prime} l^{\prime \prime}}+\delta_{k^{\prime \prime} l^{\prime \prime}}}{J_{l^{\prime \prime}}}\right\}\left(\frac{J_{l} J_{l^{\prime}} J_{l^{\prime \prime}}}{\omega_{l \omega^{\prime} l^{\prime} \omega^{\prime \prime}}}\right)\left(\frac{J_{k} J_{k^{\prime}} J_{k^{\prime \prime}}}{\omega_{k} \omega_{k^{\prime} \omega_{k^{\prime \prime}}}}\right)^{\frac{1}{2}} \frac{\partial^{2} f}{\partial H_{0}{ }^{2}}+\text { similar terms }\right] . \tag{B.9}
\end{align*}
$$

$$
\begin{align*}
& \left\langle 1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}} 1_{l} 1_{l^{\prime}} 1_{l^{\prime \prime}}\right| \delta L\left|1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}}\right\rangle\left(\frac{J_{k} J_{k^{\prime}} J_{k^{\prime \prime}}}{\omega_{k} \omega_{k^{\prime}} \omega_{k^{\prime \prime}}}\right)^{\frac{1}{2}} \frac{\partial f\left(H_{0}\right)}{\partial H_{0}} \\
& =-i V_{l l^{\prime} l^{\prime \prime}}\left(\frac{J_{l} J_{l^{\prime}} J_{l^{\prime \prime}}}{\omega_{l \omega_{l} \omega^{\prime}} \omega_{l^{\prime \prime}}}\right)^{\frac{1}{2}}\left[\frac{\delta_{k l}+\delta_{k^{\prime}}+\delta_{k^{\prime \prime} l}}{2 J_{l}}+\frac{\delta_{k l^{\prime}}+\delta_{k^{\prime} l^{\prime}}+\delta_{k^{\prime \prime} l^{\prime}}}{2 J_{l^{\prime}}}+\frac{\delta_{k l^{\prime \prime}}+\delta_{k^{\prime} l^{\prime}}+\delta_{k^{\prime \prime} l^{\prime \prime}}}{2 J_{l^{\prime \prime}}}\right. \\
& \left.-\frac{\partial}{\partial J_{l}}-\frac{\partial}{\partial J_{l^{\prime}}}-\frac{\partial}{\partial J_{l^{\prime \prime}}}\right]\left(\frac{J_{k} J_{k^{\prime}} J_{k^{\prime \prime}}}{\omega_{k} \omega_{k^{\prime}} \omega_{k^{\prime \prime}}}\right)^{\frac{1}{2}} \frac{\partial f}{\partial H_{0}} \\
& =i V_{l l^{\prime} l^{\prime \prime}}\left(\frac{J_{k} J_{k^{\prime}} J_{k^{\prime \prime}} J_{l} J_{l^{\prime}} J_{l^{\prime \prime}}}{\omega_{k} \omega_{k^{\prime}} \omega_{k^{\prime \prime}} \omega_{l} \omega_{l^{\prime}} \omega_{l^{\prime \prime}}}\right)^{\frac{1}{2}}\left(\omega_{l}+\omega_{l^{\prime}}+\omega_{l^{\prime \prime}}\right) \frac{\partial^{2} f}{\partial H_{0}{ }^{2}}, \tag{B.7}
\end{align*}
$$

$$
\begin{align*}
& {\left[\Omega_{0,0}\right]_{2} f\left(H_{0}\right)=\lim _{\substack{x \rightarrow 0}} \sum_{\epsilon^{\prime} \rightarrow 0} \sum_{k k^{\prime} k^{\prime \prime}} \sum_{l l^{\prime} l^{\prime \prime}}\left\{\frac{1}{i\left(\omega_{k}+\omega_{k^{\prime}}+\omega_{k^{\prime \prime}}+i \epsilon\right)} \frac{1}{i\left(\omega_{k}+\omega_{k^{\prime}}+\omega_{k^{\prime \prime}}+\omega_{l}+\omega_{l^{\prime}}+\omega_{l^{\prime \prime}}+i \epsilon+i \epsilon^{\prime}\right)}\langle 0| \delta L\left|1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}}\right\rangle\right.} \\
& \times\left\langle 1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}}\right| \delta L\left|1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}} 1_{l} 1_{l^{\prime}} 1_{l^{\prime \prime}}\right\rangle\left\{\left\langle 1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}} 1_{l} 1_{l^{\prime}} 1_{l^{\prime \prime}}\right| \delta L\left|1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}}\right\rangle V_{k k^{\prime} k^{\prime \prime}}\left(\frac{J_{k} J_{k^{\prime}} J_{k^{\prime \prime}}}{\omega_{k} \omega_{k^{\prime}} \omega_{k^{\prime \prime}}}\right)^{\frac{1}{2}}\right. \\
& \left.\left.+\left\langle 1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}} 1_{l} 1_{l^{\prime}} 1_{l^{\prime \prime}}\right| \delta L\left|1_{l} 1_{l^{\prime}} 1_{l^{\prime \prime}}\right\rangle V_{l l^{\prime} l^{\prime \prime}}\left(\frac{J_{l} J_{l^{\prime}} J_{l^{\prime \prime}}}{\omega_{l} \omega_{l^{\prime}} \omega_{l^{\prime \prime}}}\right)^{\frac{1}{2}}\right] \frac{\partial f}{\partial H_{0}}+\text { similar terms }\right\} . \tag{B.6}
\end{align*}
$$

$$
\begin{align*}
& \times\left\langle 1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}}\right| \delta L\left|1_{k^{\prime}} 1_{k^{\prime}} 1_{k^{\prime \prime}} 1_{l} 1_{l^{\prime}} 1_{l^{\prime}}\right\rangle\left\{\frac{1}{i\left(\omega_{k}+\omega_{k^{\prime}}+\omega_{k^{\prime \prime}}+i \epsilon\right)}\left\langle 1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}} 1_{l} 1_{l^{\prime}} 1_{l^{\prime \prime}}\right| \delta L\left|1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}}\right\rangle\right. \\
& \times\left\langle 1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}}\right| \delta L|0\rangle+\frac{1}{i\left(\omega_{l}+\omega_{l^{\prime}}+\omega_{l^{\prime}}+i \epsilon^{\prime}\right)}\left\langle 1_{k} 1_{k^{\prime},} 1_{k^{\prime \prime}} 1_{l} 1_{l^{\prime}} 1_{l^{\prime \prime}}\right| \delta L\left|1_{l} 1_{l^{\prime}} 1_{l^{\prime \prime}}\right\rangle \\
& \left.\left.\times\left\langle 1_{\imath} 1_{l^{\prime}} 1_{l^{\prime \prime}}\right| \delta L|0\rangle\right\}+ \text { similar terms }\right] . \tag{B.4}
\end{align*}
$$

On taking into account

$$
\begin{equation*}
\left[\frac{\delta_{k l}}{J_{l}}+\frac{\delta_{k l^{\prime}}}{J_{l^{\prime}}}+\frac{\delta_{k l^{\prime \prime}}}{J_{l^{\prime \prime}}}\right] J_{l^{\prime} J^{\prime}} J_{l^{\prime}}=\frac{\partial}{\partial J_{k}}\left(J_{l} J_{l^{\prime}} J_{l^{\prime \prime}}\right) \tag{B.10}
\end{equation*}
$$

(B.9) can be written
$\left[\Omega_{0,0}\right]_{2} f\left(H_{0}\right)=\sum_{k k^{\prime} k^{\prime \prime}}\left\{\zeta\left(\omega_{k}+\omega_{k^{\prime}}+\omega_{k^{\prime \prime}}\right) V_{k k^{\prime} k^{\prime \prime}}\langle 0| \delta L\left|1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}}\right\rangle\left(\frac{J_{k} J_{k^{\prime}} J_{k^{\prime \prime}}}{\omega_{k} \omega_{k^{\prime}} \omega_{k^{\prime \prime}}}\right)^{\frac{1}{2}} \frac{\partial^{2} f}{\partial H_{0}{ }^{2}}\left[\frac{\partial}{\partial J_{k}}+\frac{\partial}{\partial J_{k^{\prime}}}+\frac{\partial}{\partial J_{k^{\prime \prime}}}\right]\right.$

$$
\begin{equation*}
\left.\times \sum_{l l^{\prime} l^{\prime \prime}}\left|V_{l l^{\prime} l^{\prime \prime}}\right|^{2}\left(\frac{J_{l} J_{l^{\prime}} J_{l^{\prime \prime}}}{\omega_{l \omega_{l^{\prime}} \omega_{l^{\prime \prime}}^{\prime}}}\right)+\text { similar terms }\right\} . \tag{B.11}
\end{equation*}
$$

If all terms are written explicitly, we have

$$
\begin{align*}
& {\left[\Omega_{0,0}\right]_{2} f\left(H_{0}\right)=-i \sum_{k k^{\prime} k^{\prime \prime}}\left\{V_{k k^{\prime}-k^{\prime \prime} \delta\left(\omega_{k}+\omega_{k^{\prime}}-\omega_{k^{\prime \prime}}\right)\langle 0| \delta L\left|1_{k} 1_{k^{\prime}}-1_{k^{\prime \prime}}\right\rangle\left(\frac{J_{k} J_{k^{\prime}} J_{k^{\prime \prime}}}{\omega_{k} \omega_{k^{\prime}} \omega_{k^{\prime \prime}}}\right)^{\frac{1}{2}} \frac{\partial^{2} f}{\partial H_{0}{ }^{2}}\left\{\frac{\partial}{\partial J_{k}}+\frac{\partial}{\partial J_{k^{\prime}}}-\frac{\partial}{\partial J_{k^{\prime \prime}}}\right\}} \begin{array}{ll} 
& \left.\times \sum_{l l^{\prime} l^{\prime \prime}}\left[\left|V_{l l^{\prime} l^{\prime \prime}}\right|^{2}+3\left|V_{l l^{\prime}-l^{\prime \prime}}\right|^{2}\right]\left(\frac{J_{l} J_{l^{\prime}} J_{l^{\prime \prime}}}{\omega_{l} \omega_{l^{\prime}} \omega_{l^{\prime \prime}}}\right)+\text { c.c. }\right\} . \\
\text { On taking into account the property } & \alpha \delta(\alpha)=0
\end{array} .\right.}
\end{align*}
$$

and (1.6), this can be written

$$
\begin{align*}
& {\left[\dot{\Omega}_{0,0}\right]_{2} f\left(H_{0}\right)=-\sum_{k k^{\prime} k^{\prime \prime}}\left\{\delta\left(\omega_{k}+\omega_{k^{\prime}}-\omega_{k^{\prime \prime}}\right)\langle 0| \delta L\left|1_{k} 1_{k^{\prime}}-1_{k^{\prime \prime}}\right\rangle\left\langle 1_{k} 1_{k^{\prime}}-1_{k^{\prime \prime}}\right| \delta L|0\rangle+\text { c.c. }\right\} } \\
& \times\left\{\sum_{l^{\prime} l^{\prime \prime}}\left[\left|V_{l^{\prime} l^{\prime \prime}}\right|^{2}+3\left|V_{l l^{\prime}-l^{\prime \prime}}\right|^{2}\right]\left(\frac{J_{l} J_{l^{\prime}} J_{l^{\prime \prime}}}{\omega_{l} \omega_{l^{\prime}} \omega_{l^{\prime \prime}}}\right) \frac{\partial^{2} f}{\partial H_{0}^{2}}\right\}, \tag{B.14}
\end{align*}
$$

which establishes (11.13).
The last property we have to establish is the generalization of (11.12) for $n>1$

$$
\begin{align*}
\rho_{3 n}{ }^{\prime \prime}(0)(t \rightarrow \infty) & \left.=\left[\Omega_{3 n, 0}\right]\right]^{n} f\left(H_{0}\right) \\
& =\left[\rho_{3 n}^{\prime \prime(0)}\right]^{\text {equil }} . \tag{B.15}
\end{align*}
$$

If we denote by $3_{1}, 3_{2}, \cdots, 3_{n}$ the $n$ correlations involved in $\rho_{3 n}$, we have to show

$$
\begin{equation*}
\left[\Omega_{3_{1}} \cdots 3_{n, 0}\right]_{0^{n}} f\left(H_{0}\right)=V_{3_{1}} \cdots V_{3_{n}}\left(\frac{J_{3_{1}} \cdots J_{3_{n}}}{\omega 3_{1} \cdots \omega_{3_{n}}}\right)^{\frac{1}{2}} \frac{\partial^{n} f\left(H_{0}\right)}{\partial H_{0^{n}}}, \tag{B.16}
\end{equation*}
$$

where the operator in the lhs contains all possible permutations of the $n$ creation transitions and where in the rhs if $3_{1}=1_{k} 1_{k^{\prime}} 1_{k^{\prime \prime}}$, then $V_{3_{1}}=V_{k k^{\prime} k^{\prime \prime}},\left(J_{3_{1}} / \omega_{3_{1}}\right)=\left(J_{k} J_{k^{\prime}} J_{k^{\prime \prime}} / \omega_{k} \omega_{k^{\prime}} \omega_{k^{\prime \prime}}\right)$. We shall establish (B.16) by recurrence. First of all, let us consider the structure of the terms in the operator in the lhs. We have
$\sum_{\substack{\text { all } \\ \text { perssible } \\ \text { per } \\ \text { ofutations } \\\left\{3_{1} \ldots 3_{n}\right\}}}^{\text {asymptotic limit }} \int_{0}^{t} d t_{1} \cdots \int_{0}^{t_{n-1}} d t_{n} \exp \left[-i\left(\omega_{3_{1}}+\omega 3_{2}+\cdots+\omega_{3_{n}}\right)\left(t-t_{1}\right)\right.$

$$
\begin{aligned}
& \times \exp \left[-i\left(\omega 3_{1}+\omega 3_{2}+\cdots+\omega 3_{n-1}\right)\left(t_{1}-t_{2}\right)\right] \times \cdots \times \exp \left[-i\left(\omega 3_{1}+\omega 3_{2}+\cdots+\omega 3_{n-j}\right)\left(t_{j}-t_{j+1}\right)\right] \times \cdots \\
& \times \exp \left[-i \omega 3_{1}\left(t_{n-1}-t_{n}\right)\right]\left\langle 3_{1} \cdots 3_{n}\right| \delta L\left|3_{1} \cdots 3_{n-1}\right\rangle\left\langle 3_{1} \cdots 3_{n-1}\right| \delta L\left|3_{1} \cdots 3_{n-2}\right\rangle \times \cdots \times\left\langle 3_{1}\right| \delta L|0\rangle
\end{aligned}
$$

$$
\begin{equation*}
\left.\left.\times \frac{1}{i\left(\omega_{31}-i \epsilon_{1}\right)}\left\langle 3_{1} \cdots 3_{n}\right| \delta L \right\rvert\, 3_{1} \cdots 3_{n-1}\right) \times\left\langle 3_{1} \cdots 3_{n-1}\right| \delta L\left|3_{1} \cdots 3_{n-2}\right\rangle \cdots\left\langle 3_{1}\right| \delta L|0\rangle . \tag{B.17}
\end{equation*}
$$

This can be written as

$$
\begin{equation*}
\lim _{\epsilon \rightarrow 0} \sum_{j=1}^{n} \frac{1}{i\left(\omega 3_{1}+\omega 3_{2}+\cdots+\omega 3_{n}-i \epsilon\right)}\left\langle 3_{1} \cdots 3_{n}\right| \delta L\left|3_{1} \cdots 3_{j-1} 3_{j+1} \cdots 3_{n}\right\rangle\left[\Omega_{\left.3_{1} \cdots 3_{j-1} 3_{j+1} \cdots 3_{n, 0}\right]_{0^{n-1}}}\right. \tag{B.18}
\end{equation*}
$$

Therefore, if we assume (B.16) to be true for $n-1$, for $n$ we have

$$
\begin{align*}
& {\left[\Omega_{3_{1}} \cdots 3_{n, 0}\right]_{0}^{n} f\left(H_{0}\right)=\lim _{\epsilon \rightarrow 0} \sum_{j=1}^{n} \frac{1}{i\left(\omega_{3_{1}}+\omega_{32}+\cdots+\omega 3_{n}-i \epsilon\right)}\left\{3_{1} \cdots 3_{n}|\delta L| 3_{1} \cdots 3_{j-1} 3_{j+1} \cdots 3_{n}\right\rangle } \\
& \quad \times V_{3_{1} V_{3_{2}} \cdots V_{3_{j-1}} V_{3 j+1} \cdots V_{3_{n}}\left(\frac{J_{3_{1}} J_{3_{2}} \cdots J_{3_{j-1} J_{3}} J_{3_{j+1}} \cdots J_{3_{n}}}{\omega 3_{1} \omega 3_{2} \cdots \omega 3_{j-1} \omega 3_{j+1} \cdots \omega 3_{n}}\right)^{\frac{1}{2} \partial^{n-1} f\left(H_{0}\right)}}^{\partial H_{0}{ }^{n-1}} \tag{B.19}
\end{align*}
$$

If we take into account that

$$
\begin{align*}
&\left\langle 3_{1} \cdots 3_{n}\right| \delta L\left|3_{1} \cdots 3_{j-1} 3_{j+1} \cdots 3_{n}\right\rangle\left(\frac{\left.J_{3_{1} \cdots J_{3_{j-1}} J_{3_{j+1}} \cdots J_{3_{n}}}^{\omega 3_{1} \cdots \omega 3_{j-1} \omega 3_{j+1} \cdots \omega 3_{n}}\right)^{\frac{1}{2}} \frac{\partial^{n-1} f\left(H_{0}\right)}{\partial H_{0}{ }^{n-1}}}{}\right. \\
&=i V_{3_{j}}\left(\frac{\left.J_{3_{1} \cdots J_{3_{j-1}} J_{3 j} J_{3_{j+1}} \cdots J_{3_{n}}}^{\omega 3_{1} \cdots \omega 3_{j-1} \omega 3_{j} \omega 3_{j+1} \cdots \omega 3_{n}}\right)^{\frac{1}{2}}\left\{\frac{\partial}{\partial J_{3_{j}}} \frac{\partial^{n-1} f}{\partial H_{0}{ }^{n-1}}\right\}}{}\right. \\
&==i V_{3_{j}}\left(\frac{\left.J_{3_{1} \cdots J_{3_{n}}}^{\omega 3_{1} \cdots \omega 3_{n}}\right)^{\frac{1}{2}} \frac{\partial^{n} f_{j}\left(H_{0}\right)}{\partial H_{0}{ }^{n}}}{}\right. \tag{B.20}
\end{align*}
$$

(B.16) is easily established.
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#### Abstract

With the use of the Prigogine and Balescu representation for the description of relaxation starting from the Liouville equation, we apply Van Hove's resolvent formalism to obtain higher-order contributions for classical weakly coupled homogeneous gases. These results confirm Van Hove's observation that, for appropriate representations, persistent (long time) effects are determined by diagonal matrix elements of operators consisting of products of perturbative operators separated by diagonal operators. The mechanism of relaxation is also discussed.


## INTRODUCTION

THE important contributions of Prigogine and co-workers using the Liouville equation as the starting point in the investigation of various physical problems is well exemplified by the work of Prigogine and Balescu ${ }^{1}$ (hereafter referred to as P-B), dealing with relaxation in classical gases. In general, they deal with a system of $N$ particles and volume $8 \pi^{3} \Omega$ in the limit

$$
\begin{align*}
& N \rightarrow \infty \\
& \Omega \rightarrow \infty  \tag{1.1}\\
& N / \Omega=8 \pi^{3} c=\text { finite constant, }
\end{align*}
$$

where $c$ is the average concentration or number density. The Hamiltonian for the system may be written

$$
\begin{align*}
H & =H_{0}+V \\
& =\sum_{j} H_{j}+\lambda \sum_{j<r} V_{j n}, \tag{1.2}
\end{align*}
$$

where $H_{j}$ is dependent on the individual particle coordinates and momenta. The potential $V$ is here written as a sum of binary interactions but may more generally be made up of higher-order interactions.

$$
\begin{equation*}
\frac{\partial f_{N}}{\partial t}+\sum_{m}\left(\frac{\partial H}{\partial \mathbf{p}_{m}} \cdot \frac{\partial}{\partial \mathbf{q}_{m}}-\frac{\partial H}{\partial \mathbf{q}_{m}} \cdot \frac{\partial}{\partial \mathbf{p}_{m}}\right) f_{N}=0, \tag{1.3}
\end{equation*}
$$

where $f_{N}$, the $N$ particle distribution function in phase space, is normalized to unity:

$$
\begin{equation*}
\int(d \mathbf{q})^{N}(d \mathbf{p})^{N} f_{N}=1 \tag{1.4}
\end{equation*}
$$

The unperturbed Hamiltonian $H_{0}$ is either transformed to, or originally expressed in, a representation in which all the canonical coordinates are cyclic and $V$ depends generally on the momenta and periodically on the cyclic coordinates. Then Eq. (1.3) may be written

$$
\begin{align*}
& i \frac{\partial f_{N}}{\partial t}=-i \sum_{m} \frac{\partial H_{0}}{\partial \mathbf{p}_{m}} \cdot \frac{\partial}{\partial \mathbf{q}_{m}} f_{N} \\
&  \tag{1.5}\\
& \quad+i \lambda \sum_{m}\left[\frac{\partial V}{\partial \mathbf{q}_{m}} \cdot \frac{\partial}{\partial \mathbf{p}_{m}}-\frac{\partial V}{\partial \mathbf{p}_{m}} \cdot \frac{\partial}{\partial \mathbf{q}_{m}}\right] f_{N} .
\end{align*}
$$

[^8]We define the operators

$$
\begin{gather*}
L^{0}=-i \sum_{m} \frac{\partial H_{0}}{\partial \mathbf{p}_{m}} \cdot \frac{\partial}{\partial \mathbf{q}_{m}}  \tag{1.6}\\
\lambda \delta L=i \lambda \sum_{m}\left[\frac{\partial V}{\partial \mathbf{q}_{m}} \frac{\partial}{\partial \mathbf{p}_{m}}-\frac{\partial V}{\partial \mathbf{p}_{m}} \frac{\partial}{\partial \mathbf{q}_{m}}\right],
\end{gather*}
$$

so that

$$
\begin{equation*}
i\left(\partial f_{N} / \partial t\right)=\left(L^{0}+\lambda \delta L\right) f_{N} . \tag{1.7}
\end{equation*}
$$

We follow P-B and Fourier analyze $f_{N}$. We order this Fourier expansion according to the number of nonvanishing wave vectors and explicitly write all volume dependencies so that we may assume the coefficients do not depend on $N$ or $\Omega$ separately in the asymptotic limit (1.1):

$$
\begin{align*}
& f_{N}=\left(8 \pi^{3} \Omega\right)^{-N}\left(\rho_{0}+\Omega^{-1} \sum_{\mathbf{k}^{\prime}} \sum_{j} \rho_{\mathbf{k}^{i}}{ }^{i} \exp \left(i \mathbf{k} \cdot \mathbf{q}_{j}\right)\right. \\
& +\Omega^{-2} \sum \mathbf{k}_{1}^{\prime} \sum k_{2}^{\prime} \sum j_{1<}<j_{2} \rho \mathbf{k}_{1} \mathbf{k}_{2}{ }^{i, j 2} \\
& \times \exp \left(i \mathbf{k}_{1} \cdot \mathbf{q}_{1}+i \mathbf{k}_{2} \cdot \mathbf{q}_{j_{2}}\right)+\cdots \\
& +\Omega^{-s} \sum \mathbf{k}_{1} \cdots \sum \mathbf{k}_{s}^{\prime} \sum j_{1}<j_{2}<\cdots<j_{s} \rho \mathbf{k}_{1} \cdots \mathbf{k}_{s}{ }^{2} \cdots j_{s} \\
& \times \exp \left(i \mathbf{k}_{1} \cdot \mathbf{q}_{1}+\cdots+i \mathbf{k}_{s} \cdot \mathbf{q}_{j_{s}}\right) \tag{1.8}
\end{align*}
$$

where the prime on the $\mathbf{k}$ sums signifies the omission of the value $\mathbf{k}=0$ and $\Omega^{-1} \sum_{\mathbf{k}}{ }^{\prime} \rightarrow \mathcal{J}^{\prime} d \mathbf{k}$ in the limit $\Omega \rightarrow \infty$. For further details and many pertinent comments, see P-B. However, we point out here that $\rho_{0}$ is the momentum distribution function and the other coefficients are related to correlations of the particles.
In the present paper we depart from P-B most significantly in our means of calculating the time evolution of the $\rho$ 's. While P-B use a time iterative technique, we use a form of the resolvent technique given by Van Hove. ${ }^{2}$ The compactness of this latter technique allows us to investigate higher-order contributions with relative ease. We are then able to classify these higher-order contributions showing that dissipative and cloud effects may, in the appropriate representation and for certain long time limits, be determined by diagonal matrix elements of operators consisting of products of perturbations separated by

[^9]diagonal operators which may be singular. This is not to say that the evolution of the system has no nondiagonal determination which in some cases may yield long time effects, but only that, in the appropriate representation and for certain long time limits the diagonal matrix elements determine the persistent (long time) behavior. This distinction between diagonal and nondiagonal matrix elements of the product operators was already stated in the masterful papers of Van Hove.

In the last section we make some comments concerning the mechanism of relaxation.

## ITERATION OF THE RESOLVENT

Let us write

$$
\begin{equation*}
f_{N}(t)=U(t) f_{N}(0) \tag{2.1}
\end{equation*}
$$

so that

$$
\begin{align*}
& \rho \mathbf{k}_{1} \cdots \mathbf{k}_{s}{ }^{j \cdots j_{s}}=\left\langle k_{1} \cdots k_{s}\right| U(t)|0\rangle \rho_{0}(0)+\cdots \\
& +\sum \mathbf{k}_{\mathbf{r}^{\prime}} \cdots \boldsymbol{k}_{\mathbf{r}_{r^{\prime}}} \sum_{j_{1} 1^{\prime}<j_{2^{\prime}}}<\cdots<j_{r^{\prime}} \\
& X\left\langle\mathbf{k}_{1} \cdots \mathbf{k}_{s}\right| U(t)\left|\mathbf{k}_{1}{ }^{\prime} \cdots \mathbf{k}_{r}{ }^{\prime}\right\rangle \\
& \times \rho \mathbf{k}_{1} \cdots \mathbf{k}_{r}^{\prime j_{1}} \cdots j_{r^{\prime}}+\cdots \text {, }  \tag{2.2}\\
& \text { where }
\end{align*}
$$

$$
\begin{align*}
&\left\langle\mathbf{k}_{1} \cdots \mathbf{k}_{s}\right| U(t)\left|\mathbf{k}_{1} \cdots \mathbf{k}_{r}{ }^{\prime}\right\rangle \\
&=\left(8 \pi^{3} \Omega\right)^{-N} \int(d \mathbf{q})^{N} \exp \left(-i \sum_{l=1}^{s} \mathbf{k}_{l} \cdot \mathbf{q}_{j}\right) U(t) \\
& \times \exp \left(i \sum_{l=1}^{r} \mathbf{k}_{l} \cdot \mathbf{q}_{j^{\prime}}{ }^{\prime}\right) . \tag{2.3}
\end{align*}
$$

From Eq. (1.7), the unitary operator $U$ obeys the equation

$$
\begin{equation*}
i(d U / d t)=\left(L^{0}+\lambda \delta L\right) U \tag{2.4}
\end{equation*}
$$

with the initial condition $U(0)=1$. Then following Hugenholtz, ${ }^{3}$ we may write

$$
\begin{equation*}
U(t)=\frac{i}{2 \pi} \oint d z R(z) e^{-i z t}, \tag{2.5}
\end{equation*}
$$

where the path of integration is any positive contour completely enclosing the real axis. Here

$$
\begin{equation*}
R(z)=\left(L^{0}+\lambda \delta L-z\right)^{-1} . \tag{2.6}
\end{equation*}
$$

If we denote $\left(L^{0}-z\right)^{-1}$ by $D_{z}{ }^{(0)}$, we may iterate (assuming here once and for all that all such iterations converge) to obtain

$$
\begin{align*}
R(z)= & D_{z}{ }^{(0)}-\lambda D_{z}^{(0)} \delta L D_{z}{ }^{(0)} \\
& +\lambda^{2} D_{z}{ }^{(0)} \delta L D_{z}{ }^{(0)} \delta L D_{z}{ }^{(0)}-\cdots . \tag{2.7}
\end{align*}
$$

The diagonal part of $R(z)$ is written as

$$
\begin{equation*}
\{R(z)\}_{D}=D_{z}^{(0)}+\lambda D_{z}^{(0)} \sum D_{z}^{(0)}, \tag{2.8}
\end{equation*}
$$

[^10]where
\[

$$
\begin{align*}
& \Sigma=\left\{-\delta L+\lambda \delta L D_{z}{ }^{(0)} \delta L\right. \\
&\left.\quad-\lambda^{2} \delta L D_{z}{ }^{(0)} \delta L D_{z}{ }^{(0)} \delta L+\cdots\right\}_{D} . \tag{2.9}
\end{align*}
$$
\]

Let us define the diagonal operator

$$
\begin{align*}
& G_{z}=\left\{-\delta L+\lambda \delta L D_{z}^{(0)} \delta L\right. \\
&\left.\quad-\lambda^{2} \delta L D_{z}^{(0)} \delta L D_{z}^{(0)} \delta L+\cdots\right\}_{S D}, \tag{2.10}
\end{align*}
$$

where $S D$ means simply diagonal in the sense there are no intermediate states equal to the final (or initial) state. Terms which have intermediate states equal to initial (or final) state do arise in $\sum$. It is clear that the sum of all possible diagonal terms, with or without intermediate states equal to the initial or final states, is

$$
\begin{align*}
\Sigma & =G_{z}+\lambda G_{z} D_{z}^{(0)} G_{z}+\lambda^{2} G_{z} D_{z}{ }^{(0)} G_{z} D_{z}^{(0)} G_{z}+\cdots \\
& =G_{z}\left[1-\lambda G_{z} D_{z}^{(0)}\right]^{-1}=G_{z} D_{z}\left(D_{z}^{(0)}\right)^{-1}, \tag{2.11}
\end{align*}
$$

where

$$
\begin{equation*}
D_{z}=\left[L^{0}-z-\lambda G_{z}\right]^{-1} . \tag{2.12}
\end{equation*}
$$

It should be noted that $\sum$ includes all terms which are made up of products of diagonal fragments with their initial and final states equal to the initial (and final) state of the complete $\{R(z)\}_{D}$. Since our interest will be in an expansion of $R(z)$ in powers of $\lambda$, we shall not consider separately those diagonal fragments formed by two equal intermediate states which are not equal to the initial (or final) state of the complete $\{R(z)\}_{\mathrm{D}}$.

We want the nondiagonal contribution to $R(z)$ to be expressed explicity in simply nondiagonal terms, i.e., no intermediate state should equal either the initial or final state of the complete nondiagonal $\{R(z)\}_{N D}$. To do this, we regroup terms so that all possible diagonal fragments connecting either the initial or final states with an intermediate state are included in diagonal operators separating perturbative terms in the product. It follows then that the total resolvent is

$$
\begin{align*}
& R(z)=D_{z}-\lambda D_{z}\left[\delta L-\lambda \delta L D_{z} \delta L\right. \\
& \left.\quad+\lambda^{2} \delta L D_{z} \delta L D_{z} \delta L-\cdots\right]_{s N D} D_{z}, \tag{2.13}
\end{align*}
$$

where $S N D$ means simply nondiagonal and the contributions from all the diagonal fragments connecting an intermediate state with either the initial or final state are included in the $D_{z}{ }^{4}$
The role of $G_{z}$ in causing either cloud or dissipative effects is much as described by Van Hove. In the Van Hove formulation, cloud effects corresponding to $G_{z}$ real when $z$ approaches the real axis are easily treated since they act only to shift residues (eigenvalue renormalization). The integral over $z$ to obtain the diagonal part of $U(t)$ follows immediately from the Cauchy integral formula. When $G_{z}$ is complex or

[^11]imaginary as $z$ approaches the real axis, there are no poles apparent and the residues on the real axis in the unperturbed problem do not occur. This is the dissipative case.

To treat this latter case we follow Van Hove ${ }^{5}$ and note that $G_{z^{*}}=G_{z}{ }^{\dagger}$ since $L$ is Hermitian. Thus if we set $z=\zeta+i \eta$, we may write for $G_{z}$ close to the real axis

$$
\begin{equation*}
G(\zeta \pm i 0)=K(\zeta) \pm i J(\zeta) \tag{2.14}
\end{equation*}
$$

with $K(\zeta)$ and $J(\zeta)$ real and the notation $\pm i 0$ means $\pm i|\eta|$ when $\eta \rightarrow 0$. We see then that $G_{z}$ is discontinuous across the real axis whenever $J(\zeta)$ is nonvanishing. We write

$$
\begin{equation*}
D_{\alpha}(\zeta \pm i 0)=\left[L_{\alpha}{ }^{0}-\zeta \mp i 0-\lambda K_{\alpha}(\zeta) \mp i \lambda J_{\alpha}(\zeta)\right]^{-1}, \tag{2.15}
\end{equation*}
$$

where

$$
\begin{equation*}
D_{\alpha}=\langle\alpha| D|\alpha\rangle . \tag{2.16}
\end{equation*}
$$

We note that $D_{\alpha}(\zeta \pm i 0)$ would have a pole when

$$
\begin{equation*}
L_{\alpha}{ }^{0}-\zeta-\lambda K_{\alpha}(\zeta)=0 \tag{2.17}
\end{equation*}
$$

if $J_{\alpha}(\zeta)$ vanished. If we denote by $l_{\alpha}$ the value of $\zeta$ which satisfies Eq. (2.17), we may write for $D_{\alpha}(\zeta \pm i 0)$ in the neighborhood of $l_{\alpha}$

$$
\begin{aligned}
& D_{\alpha}(\zeta \pm i 0) \\
& \text { where }
\end{aligned}=N_{\alpha}( \pm)\left[l_{\alpha}-\zeta \mp i 0 \mp \lambda i N_{\alpha}( \pm) J_{\alpha}\left(l_{\alpha}\right)\right]^{-1},
$$

$$
\begin{equation*}
N_{\alpha}( \pm)=\left[1+\lambda K_{\alpha}^{\prime}\left(l_{\alpha}\right) \pm \lambda i J_{\alpha}^{\prime}\left(l_{\alpha}\right)+\cdots\right]^{-1} . \tag{2.19}
\end{equation*}
$$

For $\zeta$ far from $l_{\alpha}$ we may also approximate $D_{\alpha}(\zeta \pm i 0)$ by Eq. (2.18) since the difference $l_{\alpha}-\zeta$ then dominates its behavior if we assume that $\lambda K_{\alpha}{ }^{\prime}\left(l_{\alpha}\right)$ and $\lambda J_{\alpha}{ }^{\prime}\left(l_{\alpha}\right)$ are at most of order $\lambda$. Then to a given order in an iteration procedure we may represent $D_{\alpha}(\zeta \pm i 0)$ by its form near its maximal point, i.e., at the point where (2.17) holds.

We may now write, using Eq. (2.5) and setting $x \pm=\zeta \pm i 0$,

$$
\begin{align*}
& U_{\alpha}(t)=\frac{i}{2 \pi} \int_{+\infty}^{-\infty} \frac{N_{\alpha}(+) e^{-i x_{+} t} d x_{+}}{l_{\alpha}-x_{+}-i \lambda N_{\alpha}(+) J_{\alpha}\left(l_{\alpha}\right)} \\
&+\frac{i}{2 \pi} \int_{-\infty}^{+\infty} \frac{N_{\alpha}(-) e^{-i x_{-} t} d x_{-}}{l_{\alpha}-x_{-}+i \lambda N_{\alpha}(-) J_{\alpha}\left(l_{\alpha}\right)} . \tag{2.20}
\end{align*}
$$

If we make use of a formula given by Lighthill, ${ }^{6}$ we obtain for positive time,

$$
\begin{align*}
U_{\alpha}(t)=N_{\alpha}( \pm) & \exp \left(-i t l_{\alpha}\right) \\
& \times \exp \left[-\lambda\left|N_{\alpha}( \pm) J_{\alpha}\left(l_{\alpha}\right)\right| t\right] \tag{2.21}
\end{align*}
$$

where $N(+)$ applies when $J_{\alpha}\left(l_{\alpha}\right)$ is negative and $N(-)$ applies when $J_{\alpha}\left(l_{\alpha}\right)$ is positive.

[^12]We now must see how this formalism works. What we do is evaluate $G(\zeta \pm i 0)$ to some order in the iteration procedure. We are thereby able to identify $K(\zeta)$ and $J(\xi)$, which we then use as in the foregoing general formulation. We consider then the problem so well treated by P-B; i.e., the classical homogeneous weakly coupled gas.

## CLASSICAL WEAKLY COUPLED HOMOGENEOUS GAS

We take over the P-B formulation and notation for this problem. Thus

$$
\begin{equation*}
H=\sum_{j}\left(p_{j}{ }^{2} \mid 2 m\right)+\lambda \sum_{j<n} V_{j n}\left(\left|\mathbf{q}_{j}-\mathbf{q}_{n}\right|\right), \tag{3.1}
\end{equation*}
$$

where $\lambda$ measures the strength of interaction, $\lambda V_{j n}$ is the interaction potential between particles $j$ and $n$ which is assumed to depend only on the relative distance between the $j$ th and $n$th particles, and we shall take mass equal unity for convenience. We expand $V_{j n}$ in a Fourier series

$$
\begin{equation*}
V_{j n}=\Omega^{-1} \sum_{\mathbf{l}} V_{l} \exp \left[i l \cdot\left(\mathbf{q}_{j}-\mathbf{q}_{n}\right)\right], \tag{3.2}
\end{equation*}
$$

where $V_{l}$ depends only on the absolute value of $I$.
P-B specify the initial conditions such that the Fourier coefficients initially have the same order of magnitude as in equilibrium

$$
\begin{array}{rll}
\rho_{0}(0) \sim 1 ; \rho_{k_{1}} \mathbf{k}_{2} \beta \beta & \text { for } & \mathbf{k}_{1}=-\mathbf{k}_{2} ; \\
\rho \mathbf{k}_{1} \mathbf{k}_{2} \mathbf{k}_{2}{ }^{\alpha \beta \gamma} \sim \lambda^{2} & \text { for } & \mathbf{k}_{1}+\mathbf{k}_{2}+\mathbf{k}_{3}=0, \text { etc. }  \tag{3.3}\\
\rho \mathbf{k}_{1} \mathbf{k}_{2} \ldots{ }_{2} \ldots \cdots=0 & \text { for } & \mathbf{k}_{1}+\mathbf{k}_{2}+\cdots \neq 0 .
\end{array}
$$

The vanishing of the $\rho \mathbf{k}_{1} \mathbf{k}_{2} \ldots \alpha \beta \ldots$ for $\mathbf{k}_{1}+\mathbf{k}_{2}+\cdots \neq 0$ is a manifestation of the fact that $\delta L$ only couples the completely homogeneous states (for which all wave vectors vanish) to quasi-homogeneous states where the sum of the wave vectors present vanishes.

Let us now consider the time evolution of the $\rho$ 's to lowest order. We note that $\delta L$ derived from the potential $V_{j n}$, Eq. (3.2), has vanishing diagonal matrix elements in the $\mathbf{k}$ - representation. Thus, to lowest order,

$$
\begin{equation*}
G(\zeta \pm i 0 ; \lambda)=\left[\lambda \delta L\left(L^{0}-\zeta \mp i 0\right)^{-1} \delta L\right]_{S D} \tag{3.4}
\end{equation*}
$$

where the order in $\lambda$ is explicitly indicated. For $\rho_{0}$ we are concerned with
$\langle 0| \delta L\left(L^{0}-\zeta \mp i 0\right)^{-1} \delta L|0\rangle$

$$
\begin{align*}
= & \Omega^{-1} \sum_{j<n} \int^{\prime} d \mathbf{1}\left|V_{l}\right|^{2} \mathbf{1} \cdot \mathbf{D}_{j n} \\
& \times\left[ \pm i \pi \delta\left(\mathbf{1} \cdot \boldsymbol{g}_{j n}-\zeta\right)+P\left(\frac{\mathbf{1}}{\mathbf{I} \cdot \mathbf{g}_{j n}-\zeta}\right)\right] \mathbf{l} \cdot \mathbf{D}_{n j}, \tag{3.5}
\end{align*}
$$

where $P$ just means principal value, $\mathbf{D}_{j n}=\left[\left(\partial / \partial \mathbf{p}_{j}\right)\right.$ $\left.+\left(\partial / \partial \mathbf{p}_{n}\right)\right]$, and $\mathbf{g}_{j_{n}}=\mathbf{p}_{j}-\mathbf{p}_{n}$. Equation (3.5) corresponds
to the cycle (or $\lambda^{2}$ chain) diagram in Fig. 1(a). Then

$$
\begin{array}{rlrl}
K_{0}(\zeta ; \lambda)=\lambda \Omega^{-1} \sum_{j<n} \int^{\prime} d \mathbf{l}\left|V_{l}\right|^{2} \mathbf{I} \cdot \mathbf{D}_{j n} \\
& \times P\left(\frac{1}{1 \cdot \mathbf{g}_{j n}-\zeta}\right) \mathbf{1} \cdot \mathbf{D}_{j n} \\
\equiv \lambda M_{2}(\zeta) & \\
J_{0}(\zeta ; \lambda)=\lambda \Omega^{-1} \sum_{j<n} \int^{\prime} d \mathbf{l}\left|V_{l}\right|^{2} \mathbf{l} \cdot \mathbf{D}_{j n} \pi \delta \\
& \equiv \lambda O_{2}(\zeta) . & \times\left(\mathbf{l} \cdot \mathbf{g}_{j n}-\zeta\right) \mathbf{l} \cdot \mathbf{D}_{j n} \tag{3.7}
\end{array}
$$

We assume the derivatives of $K_{0}(\zeta ; \lambda)$ and $J_{0}(\zeta ; \lambda)$ are of the same order of magnitude as $K_{0}(\zeta ; \lambda)$ and $J_{0}(\zeta ; \lambda)$ themselves. This means that we assume $K_{0}$ and $J_{0}$ are not only small, but also slowly varying. Now iterating Eq. (2.17) we find that $l_{0}=0$ is the maximal point for $D_{0}\left(\zeta \pm i 0 ; \lambda^{2}\right)$. Thus, for the moment discounting any nondiagonal contribution and keeping only terms in $\lambda^{2}$, we find for $\rho_{0}$, using Eq. (2.2),

$$
\begin{align*}
& \rho_{0}\left(\lambda^{2} t\right) \simeq\left[1+\lambda^{2} M_{2}^{\prime}(0) \pm \lambda^{2} O_{2}{ }^{\prime}(0)\right] \\
& \times \exp \left[-\lambda^{2} t O_{2}(0)\right] \rho_{0}(0) . \tag{3.8}
\end{align*}
$$

In the approximation $\lambda^{2} \rightarrow 0, t \rightarrow \infty$ such that $\lambda^{2} t \rightarrow$ finite constant, which we call the $\lambda^{2} t$ limit (see also Van Hove), Eq. (3.8) reduces to the P-B result

$$
\begin{equation*}
\left[\rho_{0}\left(\lambda^{2} t\right)\right]_{\mathrm{P}-\mathrm{B}}=\exp \left[-\lambda^{2} Ю_{2}(0)\right] \rho_{0}(0) \tag{3.9}
\end{equation*}
$$

We note that the compactness of the resolvent formalism allows us to consider only one diagram to obtain Eq. (3.9) rather than the very large number needed for all the $\left(\lambda^{2} t\right)^{n}$ contributions necessary in the P-B iterative procedure.

Let us carry our results to next highest order. We are then interested in

$$
\begin{align*}
G\left(\zeta \pm i 0 ; \lambda^{2}\right)= & {\left[\lambda \delta L\left(L^{0}-\zeta \mp i 0\right)^{-1} \delta L\right]_{S D} } \\
& -\left[\lambda^{2} \delta L\left(L^{0}-\zeta \mp i 0\right)^{-1} \delta L\right. \\
& \left.\times\left(L^{0}-\zeta \mp i 0\right)^{-1} \delta L\right]_{s D} . \tag{3.10}
\end{align*}
$$

(a)


Fig. 1. (a) The cycle or $\lambda^{2}$ chain diagram; (b) $\lambda^{3}$ chain
(b)

(c)


The first term on the right-hand side of Eq. (3.10) was treated previously. For $\rho_{0}$, there are two types of diagrams that correspond to the second term. These are the $\lambda^{3}$ chain, $C_{0}\left(\lambda^{2}\right)$, shown in Fig. 1(b) and the $\lambda^{3}$ ring, $R_{0}\left(\lambda^{2}\right)$, shown in Fig. 1 (c), so that

$$
\begin{align*}
& \lambda^{2}\langle 0| \delta L\left(L^{0}-\zeta \mp i 0\right)^{-1} \delta L\left(L^{0}-\zeta \mp i 0\right)^{-1} \delta L|0\rangle \\
&=C_{0}\left(\zeta \pm i 0 ; \lambda^{2}\right)+R_{0}\left(\zeta \pm i 0 ; \lambda^{2}\right) . \tag{3.11}
\end{align*}
$$

Then

$$
\begin{align*}
C_{0}\left(\zeta \pm i 0 ; \lambda^{2}\right)= & \lambda^{2} \Omega^{-1} \int^{\prime} d \mathbf{l} \int^{\prime} d \mathbf{l}^{\prime} \sum_{j<n} \\
& \times V(l) V\left(\left|\mathbf{l}-\mathbf{l}^{\prime}\right|\right) V\left(l^{\prime}\right) \mathbf{l} \cdot \mathbf{D}_{j n} \\
& \times\left(\left(\mathbf{l} \cdot \mathbf{g}_{j n}-\zeta \mp i 0\right)^{-1}\left(\mathbf{l}-\mathbf{l}^{\prime}\right) \cdot \mathbf{D}_{j n}\right. \\
& \left.\times\left(\mathbf{l}^{\prime} \cdot \mathbf{g}_{j n}-\zeta \mp i 0\right)^{-1} \mathbf{l}^{\prime} \cdot \mathbf{D}_{j n}\right\}  \tag{3.12}\\
R_{0}\left(\zeta \pm i 0 ; \lambda^{2}\right)= & \lambda^{2} \Omega^{-2} \int^{\prime} d \mathbf{l} \sum_{j<n} \sum_{j^{\prime} \neq n}|V(l)|^{3} \mathbf{l} \cdot \mathbf{D}_{n j^{\prime}} \\
\times & \times\left(\mathbf{l} \cdot \mathbf{g}_{n j^{\prime}}-\zeta \mp i 0\right)^{-1} \mathbf{l} \cdot \mathbf{D}_{j^{\prime} j} \\
& \left.\times\left(\mathbf{l} \cdot \mathbf{g}_{j^{\prime} j}-\zeta \mp i 0\right)^{-1} \mathbf{l} \cdot \mathbf{D}_{j n}\right\} . \tag{3.13}
\end{align*}
$$

For $\zeta=0$ only terms made up of products of a $\delta$ function and a principal value make nonvanishing contributions. Thus the iteration of Eq. (2.17) again yields $l_{0}=0$ for the maximal point of $\langle 0| D\left(\zeta \pm i 0 ; \lambda^{3}\right)|0\rangle$, and we have

$$
\begin{align*}
& C_{0}\left(0 \pm i 0 ; \lambda^{2}\right)= \pm i \pi \lambda^{2} \Omega^{-1} \int^{\prime} d \mathbf{l} \int^{\prime} d \mathbf{l}^{\prime} \sum_{j<n} V(l) V\left(\left|\mathbf{1}-\mathbf{l}^{\prime}\right|\right) V\left(l^{\prime}\right)\left\{\mathbf{l} \cdot \mathbf{D}_{j n} \delta\left(\mathbf{l} \cdot \mathbf{g}_{j n}\right)\left(\mathbf{l}-\mathbf{I}^{\prime}\right) \cdot \mathbf{D}_{j n} P\left(\frac{1}{\mathbf{l}^{\prime} \cdot \mathbf{g}_{j n}}\right) \mathbf{1}^{\prime} \cdot \mathbf{D}_{j_{n}}\right. \\
& \left.+\mathbf{l} \cdot \mathbf{D}_{j_{n}} P\left(\frac{1}{1 \cdot \mathbf{g}_{j n}}\right)\left(\mathbf{l}-\mathbf{l}^{\prime}\right) \cdot \mathbf{D}_{j n} \delta\left(\mathbf{l}^{\prime} \cdot \mathbf{g}_{j n}\right) \mathbf{l}^{\prime} \cdot \mathbf{D}_{j_{n}}\right\} ;  \tag{3.14}\\
& R_{0}\left(0 \pm i 0 ; \lambda^{2}\right)= \pm i \pi \lambda^{2} \Omega^{-2} \int^{\prime} d \mathbf{l} \sum_{j<n} \sum_{j^{\prime} \neq n}|V(l)|^{3} \left\lvert\, \cdot \mathbf{D}_{n j^{\prime}}\left\{\delta\left(\mathbf{l} \cdot \hat{g}_{n j^{\prime}}\right) \mathbf{I} \cdot \mathbf{D}_{j^{\prime} j} P\left(\frac{1}{\mathbf{1} \cdot \mathbf{g}_{j^{\prime} j}}\right) \mathbf{1} \cdot \mathbf{D}_{j n}\right.\right. \\
& \left.+P\left(\frac{1}{1 \cdot \mathbf{g}_{j^{\prime}}}\right) \mathbf{1} \cdot \mathbf{D}_{j^{\prime} j \delta\left(1 \cdot \mathbf{g}_{j^{\prime} j}\right)} \mathbf{l} \cdot \mathbf{D}_{\boldsymbol{j} \boldsymbol{n}}\right\} . \tag{3.15}
\end{align*}
$$

By defining the operators

$$
\begin{align*}
& O_{3 C}(0)=\left(i / \lambda^{2}\right) C_{0}\left(0+i 0 ; \lambda^{2}\right)  \tag{3.16}\\
& O_{3 R}(0)=\left(i / \lambda^{2}\right) R_{0}\left(0+i 0 ; \lambda^{2}\right),
\end{align*}
$$

and again discounting any nondiagonal contributions, we have for $\rho_{0}$ in the $\lambda^{2} t$ limit corrected to first order in $\lambda$

$$
\begin{equation*}
\rho_{0}\left(\lambda^{3} t\right) \simeq \exp \left[-\left(\lambda^{2} O_{2}+\lambda^{3} O_{3} C+\lambda^{3} O_{3 R}\right) t\right] . \tag{3.17}
\end{equation*}
$$

In contrast to the corresponding P-B result which
(a)

(b)

(c)

(d)


Fig. 2. Diagrams for the $\lambda^{4}$ simply diagonal contributions to $\langle 0| G(\zeta \pm i 0)|0\rangle$.
(e)

(f)

(g)

(h)

includes only $\lambda\left(\lambda^{2} t\right)^{n}$ terms, Eq. (3.17) includes contributions from all possible diagrams which are made up of cycles, $\lambda^{3}$ chains, and $\lambda^{3}$ rings. In the time iterative procedure, this means we would have certain terms of the form $\lambda^{j}\left(\lambda^{2} t\right)^{n}$. The resolvent technique enables us to pick out and classify those $\lambda^{j}\left(\lambda^{2} t\right)^{n}$ terms arising from diagonal fragments in an orderly way.

Let us consider the diagonal contributions for $\rho_{0}$ to next highest order. In this case, things get much more complicated but there is no difficulty in principle. Aside from lower-order terms already contributing to the exponential part as in Eq. (3.16), we have the $\lambda^{4} S D$ terms (see their diagrams in Fig. 2). Now, however, the $\lambda^{2} t$ limit is corrected to order $\lambda^{2}$ so that we may no longer neglect the contributions from the derivatives of $G$ in the long time limit.

Let us turn now to the nondiagonal resolvent contributions. The first such contribution to the evolution of $\rho_{0}(t)$ is

$$
\begin{gather*}
\rho_{0}^{n d}(t)=(\lambda i / 2 \pi) \oint d z e^{-i z t}\left(0\left|D_{z}\right| 0\right) \Omega^{-2} \int^{\prime} d \mathbf{I} \sum_{j<n} \\
\times\left\{V_{l} \mathbf{l} \cdot \mathbf{D}_{j n}\left(-\mathbf{I}\left|D_{z}\right|-\mathbf{I I}\right\rangle \rho_{-11}{ }^{j n}(0)\right\} \tag{3.18}
\end{gather*}
$$

We define a quantity $Q$ by using Eq. (3.18) and setting

$$
\begin{equation*}
\rho_{0}{ }^{n d}(t)=(i / 2 \pi) \oint d z e^{-i z t}\langle 0| D_{z}|0\rangle\left[\lambda^{2} Q_{\rho_{0}}(0)\right] \tag{3.19}
\end{equation*}
$$

where the extra factor of $\lambda$ arises because of the initial conditions, Eq. (3.3). With the use of Eq. (3.16), we may write ${ }^{7}$

$$
\begin{align*}
& \rho_{0}(t) \simeq \exp \left[-\left(\lambda^{2} O_{2}+\lambda^{3} O_{3 C}+\lambda^{3} O_{3 R}\right) t\right] \\
& \times\left[1+\lambda^{2} Q\right] \rho_{0}(0) \tag{3.20}
\end{align*}
$$

We note that in the $\lambda^{2} t$ limit, even corrected by $\lambda^{3} i$ terms, the nondiagonal term makes no contribution. However, in an iterative expansion, the nondiagonal term does provide terms of the form $\lambda^{2}\left(\lambda^{2} t\right)^{n}$, etc., and the nature of its contribution is not clearly separated from similar, more important diagonal terms. Also, Eq. (3.19) points out the importance of the initial conditions in determining the long time behavior. Thus, if the nondiagonal contribution is of the order $\lambda$ instead of $\lambda^{2}$, we would not be consistent in keeping $\lambda^{3} t$ terms in the exponential. Another important point is the dependence on representation. Suppose to obtain an adequate description of the relaxation we had to keep many higher-order terms in the exponential. Then for practically any reasonable initial conditions, the nondiagonal terms would contribute to persistent (long time) behavior. This, however, may be remedied by transforming to an appropriate representation. Consider the following transformation:

$$
\begin{align*}
& e^{-S} R e^{+S}=\{R\}_{D}+\{R\}_{N D}+\left[\{R\}_{D, S}\right]+\left[\{R\}_{N D}, S\right] \\
&+\frac{1}{2}\left(\left[\{R\}_{D}, S\right], S\right)+\cdots \tag{3.21}
\end{align*}
$$

If we choose $S$ such that

$$
\{R\}_{N D}+\left[\{R\}_{D, S}\right]=0
$$

we see that the original nondiagonal terms make a contribution to higher-order diagonal terms and the new nondiagonal terms are of a higher order than the original nondiagonal terms and therefore more negligible. We may continue to do this until only diagonal terms (in an appropriate representation) determine the persistent behavior so that an equation such as Eq. (3.17) accurately describes the long time relaxation of a transformed $\rho_{0}$. However, the nondiagonal terms clearly make a contribution to the evolution of this transformed $\rho_{0}$ for shorter times. This contribution may be reversible or irreversible depending on the nature of the $Q$ 's.

## MECHANISM OF RELAXATION

It is not immediately apparent that a function such as $\rho_{0}$ should obey an irreversible equation since the Liouville equation from which such an equation is

[^13]derived is reversible. However, equations such as (3.17) are indeed irreversible and it is of interest to attempt to find the origin of this irreversible behavior.

From Eq. (3.17), it is apparent that for dissipative effects to occur in the $\lambda^{2} t$ limit, it is of primary importance that the imaginary parts of the $G(\zeta \pm i 0)$ 's are nonvanishing. The nonvanishing of the imaginary parts of the appropriate $G(\zeta \pm i 0)$ 's is related to the choice of representation and in our example to the possibility of degeneracy of the eigenvalues of the unperturbed operator. This, in turn, is related to the need for a large system with a continuous spectrum. It was Van Hove who first emphasized the importance of the properties of the perturbation when he noted
that persistent (long time) effects are determined by the diagonal matrix elements of operators composed of products of perturbation operators separated by diagonal operators which may have singularities.
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#### Abstract

A measure of deviation from equilibrium of an ensemble of particles is proposed, which is physically appropriate and of especially simple form when expressed in terms of the expansion coefficients of the ensemble distribution function with respect to the system of orthogonal polynomials obtained by using the equilibrium distribution function as weight function. The linear Boltamann operator can then be expanded in a series of terms which, under certain circumstances, may be regarded as of successively diminishing magnitude in their effect on the rate of approach to equilibrium. This expansion of the operator is different from the expansion due to Kramers (later discussed by Moyal) in derivate moments, commonly used in approximate stochastic treatments of irreversible processes. With the aid of a


theorem on definite operators, it is possible to break off the series at any point and thereby obtain a correspondingly accurate approximation to the linear Boltzmann operator, whose temporal solutions tend to the correct equilibrium distribution function. The first approximation is the Fokker-Planck operator, exactly. The next approximation would be the appropriate operator to use when the stochastic variable begins to deviate appreciably from a linear dissipation law, etc. The method is applied to the "Rayleigh process" (ensemble of particles in a rarefied gas medium, the medium itself being in internal equilibrium), and the second approximation to the linear Boltzmann operator for this case is explicitly derived. A possible form for the second approximation in more general processes, suggested by this, is also given.

## I. INTRODUCTION AND BASIC THEOREMS

## 1. Introduction

THE central theoretical tools in the study of time-varying thermal fluctuations have long been the Fokker-Planck equation and its alter ego the Langevin equation. ${ }^{1}$ The use of these powerful mathematical devices has conferred on the subject a considerable degree of logical cohesion, but they limit its scope to phenomena obeying a linear friction, or dissipation, law (the terminology is defined in footnote 1). From the point of view of experiment this limitation is of no

[^14]$$
\dot{\xi}+a \xi=(b)^{u_{\epsilon}}(t),
$$
where $\epsilon(t)$ is the "ideal random function" normalized so that
$$
\left\langle\left[\int_{0}^{t} \epsilon(t) d t\right]^{2}\right\rangle=t
$$
$\xi(t)$ will then be found to have a probability density satisfying the Fokker-Planck equation as just given.
Introductory treatments of these matters will be found in the well-known review articles by S. Chandrasekhar [Revs. Modern Phys. 15, 1 (1943)] and by M. C. Wang and G. E. Uhlenbeck [Revs. Modern Phys. 17, 323 (1945)].
consequence at present, because there are as yet no temporal observations outside the linear friction range. But from the point of view of theory, the extension of our understanding to the nonlinear range appears desirable, because the dominating purpose of theory in this field is to bridge the gap between the fundamental theoretical postulates of kinetic theory and the phenomenological formalism, namely, thermodynamics (sensu antonym of thermostatics). The Fokker-PlanckLangevin formalism does make contact with thermodynamics ${ }^{2,3}$ on the one side of this gap. But the fundamental theory is certainly nonlinear, hence "nonlinearization" of the Fokker-Planck-Langevin formalism is necessary to further the linkage.

A number of papers and reports on this subject have appeared in recent years. ${ }^{4-9}$ Some of these make more or less tentative assumptions regarding the fundamental statistical equations governing the nonlinear systems, and go on to obtain solutions of these equations. Others emphasize only the problem of deriving and justifying the fundamental statistical equations. The present paper is addressed to this latter problem.

The thinking that underlies the present work is as follows: The Fokker-Planck equation may be rigorously derived in the case of the random walk in velocity space. ${ }^{10}$ The random walk, as a random impact process, may be regarded as a simplified version of the Rayleigh process. ${ }^{11}$ The Rayleigh process, which is defined and

[^15]discussed in Sec. II and Appendix A of this paper, is a process which is itself simple enough for easy, explicit mathematical description, yet real enough to embody some basic features of thermal fluctuation phenomena. In the simplified version referred to in the foregoing, the friction dependence is linear, but in the exact formulation it is definitely nonlinear. Thus it might be possible to derive from it $a$ counterpart, if not the counterpart, of the Fokker-Planck equation for the nonlinear friction region.

The probability density of the random variable in a Rayleigh process obeys a linear Boltzmann equation, the operator of which contains an explicit expansion parameter. When the operator is appropriately expanded in terms of this parameter (this is done in Sec. II, where it is shown that this expansion is different from the customarily employed Kramers or Moyal expansion), the condition that the probability density tends to the known equilibrium form can be applied to the problem of approximating this series. The first approximation is, as it must be, the Fokker-Planck equation. The second approximation is a sixth-order differential operator of precisely defined form containing two independent physical parameters (in addition to that of the first approximation), and an arbitrary parameter which does not affect any experimentally measurable results. The method is, moreover, a general one and yields approximations of arbitrary order. Thus there is a regular sequence of approximations linking the Fokker-Planck and linear Boltzmann equations.
The paper is organized as follows: Since the result may have validity for processes other than the Rayleigh process, the subsections of Sec . I which follow this introductory section discuss the general case of a linear Boltzmann-operator expansion having the necessary properties, and state and prove the theorems for the construction of satisfactory approximations from this expansion. In Sec. II the Rayleigh process is described, certain necessary expressions are derived from it, and the general theorem is applied. In Sec. III certain generalizations suggested by the Rayleigh process analysis are discussed. The equation generalizing the Fokker-Planck equation to cubic friction is then given for a hypothetical process which is mathematically similar to the Rayleigh process but which does not possess an explicit expansion parameter, or for which the parameter is unknown.

## 2. Précis of Method for Construction of Successive Approximations to the Linear Boltzmann Operator

Consider the linear Boltzmann equation for an ensemble of particles moving in one dimension. Assume no force field, and that the particles have already attained a spatially uniform density. The distribution function will then depend only on velocity and time: We write $P(V, t)$ for the probability density of velocity
$V$, normalized to unity, as a function of time. The linear Boltzmann equation will then be

$$
\begin{equation*}
\partial P / \partial t=B P \tag{1}
\end{equation*}
$$

where $B$ is a linear integral operator. The function $B P$ is given, more explicitly, in terms of a kernel $B\left(V, V^{\prime}\right)$ as

$$
\begin{equation*}
\int B\left(V, V^{\prime}\right) P\left(V^{\prime}\right) d V^{\prime} \tag{2}
\end{equation*}
$$

The eigenvalues of $B$ must all be negative, except for a nondegenerate zero eigenvalue which has the Maxwell-Boltzmann distribution function

$$
\begin{equation*}
F(V)=\left(2 \pi V_{R^{2}}\right)^{-\frac{1}{2}} \exp \left(-\frac{V^{2}}{2 V_{R^{2}}}\right) \tag{3}
\end{equation*}
$$

( $V_{R}=$ root-mean-square value of $V$ in the
equilibrium distribution)
as its eigenfunction. This "equilibrium requirement" ensures that an arbitrary initial distribution will always decay into the Maxwell-Boltzmann distribution. It may be equivalently formulated by saying that $B$ must be negative semidefinite, in the sense that

$$
\begin{equation*}
\int_{-\infty}^{\infty} Y(V) B\left(V, V^{\prime}\right) Y\left(V^{\prime}\right) F\left(V^{\prime}\right) d V d V^{\prime} \leqq 0 \tag{5}
\end{equation*}
$$

for any polynomial $Y(V)$, with the equality sign holding only for $Y=$ constant.

In the following discussion we take $B$ to be in a Hermitian matrix representation. The vector corresponding to $F(V)$ is then the (unique) eigenvector of $B$ for eigenvalue zero. The negative semidefiniteness requirement will take the form

$$
\begin{equation*}
\sum_{r, s} u_{r} B_{r s} u_{s} \leqq 0 \tag{6}
\end{equation*}
$$

for all normalizable vectors ( $u_{m}$ ), with the equality holding when $\left(u_{m}\right)$ corresponds to $F(V)$. (Details of such a representation will be given in Sec. I.3.)

Suppose $B$ to depend on some parameter $\lambda$ with respect to which it may be expanded in a convergent series:

$$
\begin{equation*}
B=c(\lambda) \sum_{m=0}^{\infty} \lambda^{m} b_{m} \tag{7}
\end{equation*}
$$

where $c(\lambda)$ is a positive $c$-number function of $\lambda$ and $b_{m}$ is a matrix independent of $\lambda$. The existence of such an expansion suggests the possibility of approximating $B$, for small values of $\lambda$, by terminating the series at some finite value of $m$. In so doing, however, it will be important to retain the negative semidefiniteness property in the approximate operator: Lack of this property will imply the existence of at least one eigenvector of $B$ which grows, instead of decaying, expo-
nentially with time; if present in the initial distribution, in however small an admixture, this mode or modes will grow in amplitude indefinitely large with time, hence the Maxwell-Boltzmann distribution will never be reached.

It is not possible to prove from the negative semidefiniteness of $B$ that an operator obtained by terminating the series (7) is negative semidefinite. In fact, we shall find that the model to be discussed below furnishes a counterexample to such a supposition. However, it may be possible to retain the negative semidefiniteness property by a simple construction. This is based on the following factorization theorem ${ }^{12}: A$ positive semidefnite Hermitian matrix can always be written as the product of some (suitably chosen) matrix $Q$ and its adjoint $Q^{\dagger}$. Let us put, for the sum in Eq. (7),

$$
\begin{equation*}
\mathbf{B}=\sum_{m=0}^{\infty} \lambda^{m} b_{m} \tag{8}
\end{equation*}
$$

Then, applying this theorem to $\mathbf{B}$, which is negative semidefinite like $B$,

$$
\begin{equation*}
\mathbf{B}=-Q Q^{\dagger} \tag{9}
\end{equation*}
$$

[N.B.: $Q$ is determined only to within a unitary postmultiple; if $U$ is unitary, $Q U(Q U)^{\dagger}=Q U \cdot U^{-1} Q^{\dagger}$ $=Q Q^{\dagger}$.] Suppose now that $Q$ also can be expanded in terms of $\lambda$ :

$$
\begin{equation*}
Q=\sum_{l=0}^{\infty} \lambda^{l} q_{l} . \tag{10}
\end{equation*}
$$

For the operator obtained by taking the first $m_{0}$ terms of $Q$, write

$$
\begin{equation*}
Q^{\left(m_{0}\right)}=\sum_{l=0}^{m_{0}} \lambda^{i} q_{l} . \tag{11}
\end{equation*}
$$

Then

$$
\begin{equation*}
\mathbf{B}=-Q^{\left(m_{0}\right)} Q^{\left(m_{0}\right) \dagger}+o\left(\lambda^{m_{0}}\right) \tag{12}
\end{equation*}
$$

where $o\left(\lambda^{m_{0}}\right)$ is an operator of order higher than $\lambda^{m_{0}}$; i.e., $\mathbf{B}$ may be approximated to order $\lambda^{m_{0}}$ by $-Q^{\left(m_{0}\right)} Q^{\left(m_{0}\right) \dagger}$, a form analogous to the exact factorization $Q Q^{\dagger}$.

We now assert that $-Q^{\left(m_{0}\right)} Q^{\left(m_{0}\right) \dagger}$ is a negative semidefinite matrix. That it is at least negative definite follows from its' very form, since for any vector $\mathfrak{u}$, $\mathfrak{u} \cdot Q^{\left(m_{0}\right)} Q^{\left(m_{0}\right) \dagger} \mathfrak{u}=\left(Q^{\left(m_{0}\right) \dagger} \mathfrak{u}\right) \cdot\left(Q^{\left(m_{0}\right) \dagger} \mathfrak{u}\right) \geqq 0$. This being so, it will moreover be negative semidefinite in the sense desired if $F$ [Eq. (3)] is an eigenvector, with eigenvalue zero. This can be shown to be true, as follows: $Q^{\dagger} F=0$ since by hypothesis [remark following Eq. (5)] $\left(F, Q Q^{\dagger} F\right)=\left(Q^{\dagger} F, Q^{\dagger} F\right)=0$. But if $Q^{\dagger}$ annihilates $F$, and if the series of Eq. (10) represents $Q$ over some nonzero range of $\lambda$, then the individual $q_{l}{ }^{\dagger}$ must also annihilate

[^16]$F$; since, putting $q_{l}{ }^{\dagger} F=F_{l}$, we must have $\sum \lambda^{l} F_{l}=0$ over this range of $\lambda$, which means that the individual $F_{l}$ must vanish; whence $Q^{\left(m_{0}\right) t}$ annihilates $F$, and $F$ is an eigenvector of $Q^{\left(m_{0}\right)} Q^{\left(m_{0}\right) \dagger}$ for eigenvalue zero, q.e.d.

We use a subscript $m_{0}$ to denote a negative semidefinite approximation to $\mathbf{B}$ of order $\lambda^{m o}$ as constructed in the foregoing, i.e.,

$$
\begin{equation*}
\mathbf{B}_{m_{0}}=-Q^{\left(m_{0}\right)} Q^{\left(m_{0}\right) t} \tag{13}
\end{equation*}
$$

It should be noted that $\mathbf{B}_{m_{0}}$ could, unlike $\mathbf{B}$, be degenerate with respect to the zero eigenvalue, so far as the present proof goes. If this should happen, it would of course be quite unsuitable, since the time-asymptotic distribution, in contradiction to the $B$ theorem, would not be uniquely the Maxwell-Boltzmann distribution, but would depend on the initial distribution. Until more is known, the success of the method sketched above in yielding an approximation suitable in this respect cannot be guaranteed in advance; individual cases to which it is applied will have to be inspected after the event for satisfaction of this criterion.

## Construction of $Q^{\left(m_{0}\right)}$

If we substitute the series expressions for $Q$ and for B into Eq. (9), and equate coefficients of like powers of $\lambda$, we obtain an infinite set of equations

$$
\begin{equation*}
-\frac{1}{2} \sum_{j=0}^{m}\left(q_{j} q_{m-j}^{\dagger}+q_{m-j} q_{j}^{\dagger}\right)=b_{m} ; \quad m=0,1,2, \cdots \tag{14}
\end{equation*}
$$

The first $m_{0}+1$ equations of this set involve only the first ( $m_{0}+1$ ) $q^{\prime} s, q_{0}, q_{1} \cdots q_{m_{0}}$. Suppose we have a solution to these first $m_{0}+1$ equations, say $q_{0}{ }^{\prime}, q_{1}{ }^{\prime}, \cdots q_{m_{0}}{ }^{\prime}$; primes are used to allow for the possibility that these may not agree with the first $m_{0}$ terms of $Q$ itself (i.e., of the solution to the infinite set of equations), even after allowing for the possibility of an arbitrary common unitary postmultiple. From these we can construct an operator

$$
\begin{equation*}
\mathbf{B}_{m_{0}^{\prime}}=-Q^{\prime\left(m_{0}\right)} Q^{\prime\left(m_{0}\right) \dagger} \tag{15}
\end{equation*}
$$

where

$$
\begin{equation*}
Q^{\prime\left(m_{0}\right)}=\sum_{l=0}^{m_{0}} \lambda^{l} q_{l}^{\prime} . \tag{16}
\end{equation*}
$$

$\mathbf{B}_{m_{0}}{ }^{\prime}$, like $\mathbf{B}_{m_{0}}$, agrees with $\mathbf{B}$ to order $\lambda^{m_{0}}$. In this way, if Eqs. (14) can be solved for $m=0,1,2 \cdots m_{0}$, we have successive approximations up to $m_{0}$ th order in $\lambda$ to $\mathbf{B}$.

## 3. Estimation of the Degree of Deviation from Equilibrium

The essential nature of $B$ is to drive its operand $P(V, t)$ toward the equilibrium function $F(V)$. Thus when it is expanded, the increasing smallness of its successive terms should be with respect to their effectiveness in this sense. With this in mind, we adopt the
following as a measure of the degree of deviation of $P(V, t)$ from the equilibrium distribution $F(V)$ :

$$
\begin{equation*}
\chi_{0}{ }^{2}=\int \frac{[P(V, t)-F(V)]^{2}}{F(V)} d V \tag{17}
\end{equation*}
$$

It will be noted that this is the same, to within a constant factor, as Pearson's noted $\chi^{2}$ of statistical theory, ${ }^{13}$ with $F(V)$ the hypothetical and $P(V, t)$ the sampling distribution, and with an infinitely fine subdivision of the range of $V$. However, since there are a number of possible measures of "goodness of fit" of a distribution, mere coincidence with one of these which happens to be famous is not sufficient reason for its adoption; it is necessary to demonstrate the suitability of the choice (17). Our reasons for adopting it are the following:
(1) It emphasizes deviations from equilibrium according to the magnitude of the $V$ values involved: Since $F(V)$ will be essentially localized in the region of equilibrium values of $V$, it is increasingly small for increasingly large deviations of $V$ from its equilibrium range, and with $F(V)$ in the denominator of the integrand of $\chi_{0}{ }^{2}$ these large deviations are increasingly heavily weighted. This is appropriate in a study of the approach to equilibrium, because a given amount of probability added to or taken away from the equilibrium distribution curve in the neighborhood of some $V$ value becomes increasingly important in its effects with increasing deviation from the rms value of $V$.
(2) It is precisely adapted to formulation in terms of a matrix representation, and therefore to the utilization of the theorem of Sec. I.2: given a set of polynomials $p_{r}(V)$ orthogonalized with respect to $F(V)$ as weight function (in particular, the Hermite polynomials),

$$
\begin{equation*}
\int p_{r}(V) p_{s}(V) F(V) d V=\left(N_{r} / N_{0}\right) \delta_{r s}, \tag{18}
\end{equation*}
$$

where $N_{\tau}$ is a normalization constant. Expand $P(V, t)$ in terms of normalized functions $\left(N_{0} / N_{r}\right)^{\frac{1}{2}} p_{r}(V) F(V)$ :

$$
\begin{equation*}
P(V, t)=N_{0}^{\frac{1}{2}} \sum_{r=0}^{\infty} a_{r}(t) N_{r}^{-\frac{1}{2}} P_{r}(V) F(V) . \tag{19}
\end{equation*}
$$

Then
$\chi_{0}{ }^{2}=N_{0} \int\left[\Sigma^{\prime} a_{r}(t) N_{r}{ }^{-\frac{1}{2}} P_{r}(V)\right]^{2} F(V) d V=\Sigma^{\prime} a_{r}{ }^{2}$,
where the prime on the summation sign denotes omission of the term $r=0$. Noting that the $a_{r}$ are the components of the Hilbert-space vector $P(V, t)$, we see

[^17]that $\chi_{0}{ }^{2}$ is now represented by the squared length of the part of $P(V, t)$ orthogonal to the equilibrium function. Thus, when $B$ is put into a matrix representation having the above as basis functions, its tendency to promote equilibrium will be measured in the simplest possible way-by its effect on the components of its vector operand.

We are now in a position to relate the approach to equilibrium to the series expansion of $B$. The matrix elements of $B$ are
$B_{r s}=N_{0}\left(N_{r} N_{s}\right)^{-\frac{1}{2}} \iint p_{r}(V) B\left(V, V^{\prime}\right) p_{s}\left(V^{\prime}\right) d V d V^{\prime}$.
[Because of the detailed balancing condition, $B\left(V, V^{\prime}\right) F\left(V^{\prime}\right)=B\left(V^{\prime}, V\right) F(V)$, these are Hermitian.] If Eq. (1) is taken in matrix form, and $B$ expanded according to Eq. (7), we find for the rate of decrease of $x_{0}{ }^{2}$,

$$
\begin{equation*}
\frac{d x_{0}^{2}}{d t}=2 c(\lambda) \sum_{m=0}^{\infty} \lambda^{m} \sum_{r, s}^{\prime} a_{r}\left(b_{m}\right)_{r s} a_{s} \tag{22}
\end{equation*}
$$

Thus if $\lambda \ll 1$, the successive matrices $b_{m}(m=0,1,2, \cdots)$ make rapidly decreasing contributions to the trend to equilibrium, at least if the sums which are the coefficients of the $\lambda^{m}$ do not increase markedly with $m$. Thus we have achieved the interpretation of the expansion (7) which was sought at the beginning of this section.

## 4. Summary of Method

Successive approximations to the Boltzmann operator with respect to its tendency to promote equilibrium may be constructed then along the following lines: (1) $B$ must be put into a matrix representation, using as basis the orthogonal [with respect to $F(V)$ as weighting function] functions $p_{r}(V) ;(2)$ the matrix $B$ is then expanded (if possible) in terms of a small parameter $\lambda$; (3) the procedure of Sec. I. 2 is then used to obtain a negative semidefinite approximation of the desired order in $\lambda$; (4) the coefficients of successive powers of $\lambda$ in the expansion of $d x_{0}{ }^{2} / d t$ must not increase too rapidly.

We do not discuss requirement (4) in the present paper, but merely apply the method outlined assuming it to be satisfied. We shall show that the zeroth approximation thus obtained is exactly the Fokker-Planck equation, which is evidence that this procedure is justified. Before leaving this subject, however, it might be mentioned that from the general behavior of the successive matrices $b_{m}$ in the special case to be studied in Sec. II of this paper, it appears [see Eq. (76)] that they satisfy requirement (4) to the extent that $P(V, t)$ approximates to the equilibrium function; whence higher terms of the expansion become important, despite the decreasing values of $\lambda^{m}$, with highly disequilibrated ensembles.

## 5. Considerations Related to the $H$ Theorem

Brinkman ${ }^{14}$ has suggested the application, in the study of the linear Boltzmann process, of the criterion

$$
\begin{equation*}
\dot{F} \leqq 0, \tag{23}
\end{equation*}
$$

where

$$
\begin{equation*}
F=U-T S \tag{24}
\end{equation*}
$$

$U$ and $S$ being the internal energy and entropy of the set of particles whose distribution function obeys the postulated linear Boltzmann equation, and $T$ the temperature of the medium whose molecules generate the random motion of the particles. Since Brinkman did not consider the linear Boltzmann equation as such, it is of interest to see how his criterion fits into the present work.
First, to settle on a simple nomenclature, let us agree henceforth to restrict the term "particle" to the individuals whose random motion is being studied, and the term "molecule" to the constituent individuals of the medium. Assume both particles and molecules to be uniformly distributed in space. If $f(v, t)$ is the distribution function of molecules with respect to their velocity variate $v$, and $P(V, t)$ that of particles with respect to their velocity variate $V$, then the $H$ function per unit volume of the combined systems is
$\boldsymbol{H}(t)=\int f(v, t) \log f(v, t) d v+\int P(V, t) \log P(V, t) d V$.
The application of the Stosszahlansatz to collisions of all kinds will lead to the usual nonlinear coupled Boltzmann equations for the two distributions, and thereby to the $\boldsymbol{H}$ theorem:

$$
\begin{equation*}
\dot{H}=\int \dot{f} \log f d v+\int \dot{P} \log P d V \leqq 0 \tag{26}
\end{equation*}
$$

Now let us specialize to the conditions under which the linear Boltzmann equation holds for the particlesto the "linear Boltzmann regime," as we shall call it. $f(v, t)$ is then negligibly different from the equilibrium Maxwell-Boltzmann distribution. This does not mean that $\dot{f}$ is necessarily to be neglected, but merely that its effect relative to $f$ is. As for $f$, it has a contribution due to collisions of molecules with one another, and one due to collisions with the particles. Under the linear Boltzmann regime, the former can be made arbitrarily small independently of the latter-for example, by making the medium sufficiently rarefied while compensating for this by increasing the size of the particles; thus we assume it to be negligible.

For the second term in (26) we shall have

$$
\begin{equation*}
\int \dot{P} \log P d V=-\dot{S} / k \tag{27}
\end{equation*}
$$

As for the first term, the $f$ contribution due to collisions between molecules and particles cannot be neglected, unlike the other contribution, since these are the collisions responsible for the process itself. But since the molecules are in equilibrium,

$$
\begin{equation*}
\log f=-\frac{1}{2} m v^{2} / k T+\text { const } \tag{28}
\end{equation*}
$$

and

$$
\begin{equation*}
\int \dot{f} \log f d v=-\frac{\dot{U}(\text { medium })}{k T}=+\frac{\dot{U}}{k T} \tag{29}
\end{equation*}
$$

We will thus have from (26), with $H=-S / k$,

$$
\begin{equation*}
\dot{F} \leqq 0 \tag{30}
\end{equation*}
$$

showing that Brinkman's criterion is necessarily satisfied under the linear Boltzmann regime, i.e., $\dot{F}$ will decrease when $P(V, t)$ satisfies the linear Boltzmann equation.

We shall return to this matter at the end of Sec. II.5.

## II. APPLICATION TO THE RAYLEIGH MODEL

## 1. Linear Boltzmann Operator for the Rayleigh Model

As an illustration of the method described above, we apply it to a simplified case which is still interesting from the kinetic theory point of view; that of the random velocity of a particle suspended in a rarefied gas in internal equilibrium. In order to simplify the mathematical analysis, we introduce certain artifices which are more or less familiar in this classical problem. We study the random motion of particles (as defined in Sec. I.5) of mass $M$. Their random motion results from collisions with the molecules of the rarefied gas, of mass $m$. The molecules have uniform spatial density $\rho$ and a Maxwell-Boltzmann distribution with respect to the molecular velocity $\mathbf{v}$,

$$
\begin{equation*}
\left(2 \pi v_{R}^{2}\right)^{-\frac{1}{3}} \exp \left(-\frac{\mathbf{v}^{2}}{2 v_{R^{2}}}\right) \tag{31}
\end{equation*}
$$

where
$v_{R}{ }^{2}=$ rms value of any component of $\mathbf{v}=k T / m$.
The mass ratio $m / M$ will at a later stage be assumed less than one, but not necessarily very small. We assume the gas sufficiently rarefied, and the particle concentration low enough, for the initial Maxwell-Boltzmann distribution of the gas molecules not to change appreciably in time, no matter what the initial velocity distribution of the particles. The particle concentration is also to be so low that collisions of particles with one another occur with negligible frequency, i.e., the random velocity changes of the particles are entirely caused by collisions with the molecules.

For further simplicity we take the particles to be infinitely thin disks, each constrained to move only in a direction perpendicular to its plane. This constraint, while artificial, is of a purely passive nature and does not dynamically affect the spontaneous statistical fluc-
tuations responsible for the random process studied; in particular, we shall obtain in lowest approximation exactly the classical Browian motion.

With the foregoing constraint, the distributed variable of the disk distribution is the velocity component along the line of the allowed motion, which we may call $V$. However, we shall use instead of $V$ the dimensionless

$$
\begin{equation*}
y=V / V_{R} \tag{33}
\end{equation*}
$$

[ $V_{R}$ is defined in Eq. (4); here $\left.V_{R}=(k T / M)^{\frac{1}{2}}\right]$.
The linear Boltzmann equation of the foregoing process, which is obeyed by $P(y, t)$, the probability density function in $y$, is

$$
\begin{equation*}
\frac{\partial P\left(y^{\prime}, t\right)}{\partial t}=\int B\left(y^{\prime}, y^{\prime \prime}\right) P\left(y^{\prime \prime}, t\right) d y^{\prime \prime} \tag{34}
\end{equation*}
$$

where the linear Boltzmann operator $B\left(y^{\prime}, y^{\prime \prime}\right)$ has the form

$$
\begin{equation*}
B\left(y^{\prime}, y^{\prime \prime}\right)=C\left(y^{\prime} \mid y^{\prime \prime}\right)-\delta\left(y^{\prime}-y^{\prime \prime}\right) \int C\left(y \mid y^{\prime}\right) d y \tag{35}
\end{equation*}
$$

It is shown in Appendix A that

$$
\begin{align*}
C\left(y^{\prime \prime} \mid y^{\prime}\right)= & V_{R}(\mu / 2 \pi)^{\frac{1}{2}}\left(\frac{1+\mu}{2 \mu}\right)^{2}\left|y^{\prime \prime}-y^{\prime}\right| \\
& \times \exp \left\{-\frac{1}{8 \mu}\left[(1+\mu) y^{\prime \prime}-(1-\mu) y^{\prime}\right]^{2}\right\} . \tag{36}
\end{align*}
$$

$C\left(y^{\prime \prime} \mid y^{\prime}\right)$ is the transition probability density-in- $y^{\prime \prime}$ for a particle having initial velocity $y^{\prime}$.

## 2. Expansion in Kramers Series

The operator $B$ can be expanded in Kramers series ${ }^{15-19}$

$$
\begin{equation*}
B=\sum_{n=1}^{\infty} \frac{1}{n!}\left(-\frac{\partial}{\partial y^{\prime}}\right)^{n} \alpha_{n}\left(y^{\prime}\right) \tag{37}
\end{equation*}
$$

in terms of the "derivate moments" $\alpha_{n}$ (Moyal's ${ }^{18}$ terminology)

$$
\begin{equation*}
\alpha_{n}\left(y^{\prime}\right)=\int_{-\infty}^{\infty}\left(y^{\prime \prime}-y^{\prime}\right)^{n} C\left(y^{\prime \prime} \mid y^{\prime}\right) d y^{\prime \prime} \tag{38}
\end{equation*}
$$

( $B$ is now an infinite-order differential operator, not an integral operator.)

Some simplification results if $\alpha_{n}\left(y^{\prime}\right)$ is replaced by the function

$$
\begin{equation*}
A_{n}\left(y^{\prime}\right)=\frac{1}{V_{R} \mu^{\frac{1}{2} n!}}\left(\frac{1+\mu}{\mu}\right)^{n} \alpha_{n}\left(y^{\prime}\right) \tag{39}
\end{equation*}
$$

[^18]and if in the integral for $\alpha_{n}\left(y^{\prime}\right)$ the transformation
\[

$$
\begin{equation*}
x=\frac{1+u}{2 \mu}\left(y^{\prime \prime}-y^{\prime}\right), \quad y=y^{\prime} \tag{40}
\end{equation*}
$$

\]

is introduced ( $x$ is then the new variable of integration, and $y$ the new argument of $\alpha_{n}$ ). On substituting (36) into the integral for $\alpha_{n}$, we then find

$$
\begin{equation*}
A_{n}(y)=\frac{2^{n}}{(2 \pi)^{\frac{1}{2} n!}} \int \exp \left[-\frac{\mu}{2}(x+y)^{2}\right] x^{n}|x| d x \tag{41}
\end{equation*}
$$

and the expansion (37) becomes

$$
\begin{equation*}
B=V_{R} \mu^{\frac{3}{3}} \sum_{n=1}^{\infty}\left(\frac{\mu}{1+\mu}\right)^{n}\left(-\frac{\partial}{\partial y}\right)^{n} A_{n}(y) \tag{42}
\end{equation*}
$$

## 3. Discussion of the Kramers Expansion

The simple appearance of the Kramers expansion is somewhat misleading from the point of view of the study of the approach to equilibrium, since it is not clear whether or how the successive terms represent decreasing contributions to the equilibrium-seeking tendency. In fact, we shall find that the expansion of $B$ according to the matrix method of Sec. I.3, and which is adapted to the especially simple criterion of deviation from equilibrium there introduced, is quite different from the Kramers expansion. Thus the Kramers expansion plays no fundamental role in this work; however, we shall find it useful in deriving actual expressions for matrices.

The foregoing assertion is foreshadowed by the result of the traditional "random walk" analysis of the ve-locity-space progress of a particle subject to successive independent random impacts, which is a valid approximation in the present kind of system in the limit of vanishingly small $\mu$. But it is certainly not clear how one could, at least in any offhand way, apply this limiting process to Eq. (42) directly. The "random walk" derivation, to be sure, does use the Kramers expansion, but it uses limiting approximations for the derivate moments from the outset, and does not make explicit use of $\mu$.

On the other hand, Wang Chang and Uhlenbeck ${ }^{11}$ obtained the Fokker-Planck equation directly from the linear Boltzmann equation by combining with the assumption of vanishing mass ratio the assumption that the velocity variable of the particles never gets much larger than the rms value it would have in equilibrium. [In our case this would amount to assuming $P(y, t)$ negligible for $y$ much larger than $\mu$.] It can be shown that these combined requirements are equivalent to taking the first two terms only in the expansion (42), and simultaneously approximating $A_{1}$ and $A_{2}$ by their lowest-order terms in $y$, these being of first and zeroth
order, respectively ${ }^{29}$; and this same result will be seen to follow quite simply from our analysis. The work that will be presented here extends the procedure of Wang Chang and Uhlenbeck in that successive approximations, rather than a single limiting approximation, can be obtained.

## 3. Symmetrization of $B$; Basis Functions of the Matrix Representation

The kernel of Eq. (34) can be symmetrized by the transformation

$$
\begin{equation*}
\bar{B}\left(y^{\prime}, y^{\prime \prime}\right)=\exp \left(\frac{y^{\prime 2}}{4}\right) B\left(y^{\prime}, y^{\prime \prime}\right) \exp \left(-\frac{y^{\prime \prime 2}}{4}\right) \tag{43}
\end{equation*}
$$

with the accompanying transformation of the distribution function,

$$
\begin{equation*}
\bar{P}\left(y^{\prime}\right)=\exp \left(\frac{y^{\prime 2}}{4}\right) P\left(y^{\prime}\right) \tag{44}
\end{equation*}
$$

the linear Boltzmann equation (34) is unchanged in form :

$$
\begin{equation*}
\frac{\partial \bar{P}\left(y^{\prime}, t\right)}{\partial t}=\int \bar{B}\left(y^{\prime}, y^{\prime \prime}\right) \bar{P}\left(y^{\prime \prime}, t\right) d y^{\prime \prime} \tag{45}
\end{equation*}
$$

Being symmetric, $\bar{B}$ is Hermitian with respect to an unweighted inner product, thus for any two functions $\varphi(y), \psi(y)$, we henceforth define

$$
\begin{equation*}
(\varphi, \psi)=\int_{-\infty}^{\infty} \varphi^{*}(y) \psi(y) d y \tag{46}
\end{equation*}
$$

This definition of the inner product is of heuristic convenience for the geometrical interpretation, and facilitates the use of standard (at least to mathematical physicists) definitions of the Hermite functions, which we shall use extensively.

The corresponding transformation of $B$ as a differential operator [Eq. (42)] is

$$
\begin{array}{r}
\bar{B}=\exp \left(\frac{y^{2}}{4}\right) B \exp \left(-\frac{y^{2}}{4}\right)=V_{R \mu^{3}} \sum_{n=1}^{\infty}\left(\frac{\mu}{1+\mu}\right)^{n} \\
\times \exp \left(\frac{y^{2}}{4}\right)\left(-\frac{\partial}{\partial y}\right)^{n} \exp \left(-\frac{y^{2}}{4}\right) A_{n}(y) \tag{47}
\end{array}
$$

Since the equilibrium function of the linear Boltzmann operator of the process we are considering is $(2 \pi)^{-\frac{1}{2}} \exp \left(-y^{2} / 2\right)$, we use as the basis for our matrix representation, for the reasons given in Sec. I.3, the Hermite polynomials that are orthogonal in the sense of Eq. (18) with respect to this as weighting function. But with the definition of inner product we are now using, Eq. (46), the basis consists rather of the Hermite

[^19]functions
\[

$$
\begin{equation*}
h_{r}(y)=\bar{C}^{r} \exp \left(-\frac{y^{2}}{4}\right) \tag{48}
\end{equation*}
$$

\]

where $\bar{C}$ is the "creation operator"

$$
\begin{equation*}
\bar{C}=\exp \left(\frac{y^{2}}{4}\right)\left(-\frac{d}{d y}\right) \exp \left(-\frac{y^{2}}{4}\right) \tag{49}
\end{equation*}
$$

These satisfy

$$
\begin{equation*}
\left(h_{r}, h_{s}\right)=N_{r} \delta_{r g} \tag{50}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{r}=(2 \pi)^{\frac{1}{2}} r! \tag{51}
\end{equation*}
$$

The Hermite polynomials are

$$
\begin{equation*}
H_{r}(y)=\exp \left(\frac{y^{2}}{4}\right) h_{r}(y) \tag{52}
\end{equation*}
$$

They are the counterparts of the polynomials $p_{r}(V)$ of Sec. I.3. If in that section we take $N_{0}$ (which is arbitrary at that stage)

$$
\begin{equation*}
N_{0}=(2 \pi)^{\frac{2}{2}} \tag{53}
\end{equation*}
$$

let $y$ correspond directly to $V$, and put

$$
\begin{equation*}
F(y)=(2 \pi)^{-\frac{1}{2}} \exp \left(-y^{2} / 2\right) \tag{54}
\end{equation*}
$$

then $N_{0}$ times formula (18) corresponds exactly to (50).
The matrix elements of $B$ as defined by (21) now become matrix elements of $B$ with respect to the new definition of inner product:

$$
\begin{align*}
B_{r_{s}}(\text { sense of Sec. I.3) }) & =\left(\frac{h_{r}}{N_{r}{ }^{\frac{2}{2}}} B \frac{h_{s}}{N_{s}^{\frac{1}{2}}}\right) \\
& =\bar{B}_{r s} \text { (sense of this section) } \tag{55}
\end{align*}
$$

Henceforth matrix elements are to be understood as defined according to the second of the foregoing equalities.

For $\chi_{0}{ }^{2}$, Sec. I.3, we now have

$$
\begin{equation*}
\chi_{0}^{2}=N_{0} \int(\bar{P}-\bar{F})^{2} d y=N_{0}(\bar{P}-\bar{F}, \bar{P}-\bar{F}) \tag{56}
\end{equation*}
$$

## 4. Matrix Expansion of $\bar{B}$

$\bar{B}$ can now be written in terms of creation operators

$$
\begin{equation*}
\bar{B}=V_{R} \mu^{\frac{1}{2}} \sum_{n=1}^{\infty}\left(\frac{\mu}{1+\mu}\right)^{n} \bar{C}^{n} A_{n}(y) \tag{57}
\end{equation*}
$$

We are now ready to derive the matrix expansion of $\bar{B}$ analogous to Eq. (7). The crucial step for this derivation is to expand the $A_{n}$ in Hermite polynomials

$$
\begin{equation*}
A_{n}(y)=\sum_{k=0}^{\infty} A_{n k} H_{k}(y) \tag{58}
\end{equation*}
$$

where the $A_{n k}$ are constant coefficients. It is just this
device that will be seen to make possible a simple expansion of the matrix of $\bar{B}$.

It is shown in Appendix $B$ that the expansion coefficients $A_{n k}$ have the form

$$
\begin{equation*}
A_{n k}=(1+\mu)^{-3}\left(\frac{\mu}{1+\mu}\right)^{(k-n-2) / 2} a_{n k} \tag{59}
\end{equation*}
$$

where $a_{n k}$ is independent of $\mu$. It should be noted that $a_{n k}$ is nonvanishing only when $n$ and $k$ have the same parity ${ }^{20}$ This gives

$$
\begin{equation*}
\bar{B}=\left(\frac{\mu}{1+\mu}\right)^{\frac{1}{2}} V_{R} \sum_{n=1}^{\infty} \sum_{(k)}\left(\frac{\mu}{1+\mu}\right)^{(n+k-2) / 2} a_{n k} \bar{C}^{n} H_{k}(y) \tag{60}
\end{equation*}
$$

in which the sum denoted by $(k)$ is over all positive $k$ values having the same parity as $n$; or, by transforming the indices of summation

$$
\begin{align*}
& \bar{B}=\left(\frac{\mu}{1+\mu}\right)^{\frac{1}{2}} V_{R} \sum_{m=0}^{\infty}\left(\frac{\mu}{1+\mu}\right)^{m} \sum_{p=-m}^{m+1} a_{m+p+1, m-p+1} \\
& \times \bar{C}^{m+p+1} H_{m-p+1}(y) \tag{61}
\end{align*}
$$

The matrix form of $\bar{B}$ is obtained almost immediately from the foregoing. We define the matrix element of $\bar{C}$ as the inner product between normalized Hermite functions:

$$
\begin{equation*}
C_{r s}=\left(\frac{h_{r}}{N_{r^{\frac{1}{2}}}}, \bar{C} \frac{h_{s}}{N_{s} \frac{z^{\frac{1}{2}}}{}}\right)=r^{\frac{1}{2}} \delta_{r, s+1} . \tag{62}
\end{equation*}
$$

In order to ascertain the properties of $H_{r}(y)$ as an operator, it is convenient to introduce the destruction operator

$$
\begin{equation*}
\bar{D}=y / 2+d / d y \tag{63}
\end{equation*}
$$

whose effect on the Hermite functions is given by

$$
\begin{equation*}
\bar{D} h_{r}(y)=r h_{r-1}(y) \tag{64}
\end{equation*}
$$

and whose matrix element with respect to normalized Hermite functions is

$$
\begin{equation*}
D_{r z}=\left(\frac{h_{r}}{N_{r}^{\frac{1}{2}}}, \bar{D} \frac{h_{z}}{N_{s}^{\frac{1}{2}}}\right)=s^{\frac{1}{2}} \delta_{r, s-1} \tag{65}
\end{equation*}
$$

Since

$$
\begin{equation*}
\bar{C}=y / 2-d / d y \tag{66}
\end{equation*}
$$

we have

$$
\begin{equation*}
y=\bar{C}+\bar{D} . \tag{67}
\end{equation*}
$$

The matrix characterization of $H_{r}(y)$ then follows immediately from its functional form and from Eqs. (62) and (65), if one substitutes for $y$ using Eq. (67)

$$
\begin{equation*}
H_{r}(y)=H_{r}(\bar{C}+\bar{D}) . \tag{68}
\end{equation*}
$$

The important thing about $H_{r}$ is that its matrix elements with respect to normalized Hermite functions are independent of $\mu$.

The upshot is that Eq. (61) may just as correctly stand for the matrix equation giving the matrix expansion of $\bar{B}$, as for a differential operator equation; and in this matrix expansion the coefficients $a_{n k}$ and the matrices $\bar{C}^{n}$ and $H_{k}$ are independent of $\mu$. Thus Eq. (61) corresponds to the desired expansion (7), provided

$$
\begin{equation*}
\lambda=\mu /(1+\mu) \tag{69}
\end{equation*}
$$

## 5. Fokker-Planck Equation and the Next Approximation

We write $\bar{B}^{(m)}$ for the approximation to $\bar{B}$ obtained by terminating the sum in Eq. (61) at $m=m_{0}$. Then from the expressions derived in Appendix $B$ we find, for $m_{0}=0$,

$$
\begin{align*}
\bar{B}^{(0)} & =8 V_{R}\left(\frac{\mu}{2 \pi(1+\mu)}\right)^{\frac{1}{2}}\left(-\bar{C} y+\bar{C}^{2}\right) \\
& =-8 V_{R}\left(\frac{\mu}{2 \pi(1+\mu)}\right)^{\frac{1}{C}} \bar{D} \bar{D} \tag{70}
\end{align*}
$$

This stage corresponds to the case $m_{0}=0, \mathbf{B}_{0}=b_{0}=q_{0} q_{0}{ }^{\dagger}$, of Eq. (14), and the approximate operator is exactly factorizable. Being in the form of a negative numerical factor times $-\bar{C} \bar{C} t=-\bar{C} \bar{D}$, it very transparently. exhibits the negative semidefinite property. To get the operator which operates on the true probability density function, we invert the transformation (43) on $\bar{B}^{(0)}, \bar{C}$, and $\bar{D}$. We find

$$
\begin{equation*}
C=\exp \left(-\frac{y^{2}}{4}\right) \bar{C} \exp \left(\frac{y^{2}}{4}\right)=-\frac{d}{d y} \tag{71}
\end{equation*}
$$

and

$$
\begin{equation*}
D=\exp \left(-\frac{y^{2}}{4}\right) \bar{D} \exp \left(\frac{y^{2}}{4}\right)=y+\frac{d}{d y} . \tag{72}
\end{equation*}
$$

Thus

$$
\begin{equation*}
B^{(0)}=8 V_{R}\left(\frac{\mu}{2 \pi(1+\mu)}\right)^{\frac{1}{2}} \cdot \frac{d}{d y}\left(y+\frac{d}{d y}\right) \tag{73}
\end{equation*}
$$

which is the Fokker-Planck operator, as promised. Note the convenience of the form (70), from which it can be seen by inspection that the eigenfunctions of $\bar{B}^{(0)}$ are the $h_{r}(y)$, and that the eigenvalues (also those of $B^{(0)}$ ) are $-8 n V_{R}[\mu / 2 \pi(1+\mu)]^{\frac{2}{2}}$.
$\bar{B}^{(1)}$, the next approximation to $\bar{B}$ which would be obtained by an uncritical inspection of Eq. (61), involves the addition to $\bar{B}^{(0)}$ of the operator

$$
\begin{align*}
& V_{r}\left(\frac{\mu}{1+\mu}\right)^{\frac{3}{3}}\left[a_{13} \bar{C} H_{3}+a_{22} \bar{C}^{2} H_{2}\right. \\
&\left.+a_{31} \bar{C}^{3} H_{1}+a_{40} \bar{C}^{4} H_{0}\right] \tag{74}
\end{align*}
$$

This must be simplified. From Eq. (68) and the definitions of the polynomials $H_{r}$, it may be written as a function of creation and destruction operators. In the resulting expression all $\bar{D}$ operators may be moved to
the right of all $\bar{C}$ operators with the aid of the commutation relation, and the numerical values of the $a_{n k}$ may then be substituted. When this is done, we find

$$
\begin{align*}
& \tilde{B}^{(1)}=-8 V_{R}\left(\frac{\mu}{2 \pi(1+\mu)}\right)^{3} \\
& \times\left[\bar{C} \bar{D}+\frac{1}{6} \frac{\mu}{1+\mu}\left(\bar{C}^{3} \bar{D}-6 \bar{C}^{2} \bar{D}^{2}+\bar{C} \bar{D}^{3}\right)\right] . \tag{75}
\end{align*}
$$

It is evident by inspection that this expression is Hermitian and has $h_{0}(y)$ as eigenfunction for eigenvalue zero, as it should. But it is not negative definite, since

$$
\begin{align*}
&\left(h_{n}, \bar{B}^{(1)} h_{n}\right)=-8 V_{R} N_{n}\left(\frac{\mu}{2 \pi(1+\mu)}\right)^{1} \\
& \times\left[n-\frac{\mu}{1+\mu} n(n-1)\right] \tag{76}
\end{align*}
$$

which becomes positive for sufficiently large $n$. Thus the procedure of Sec. I. 2 must be used.

The construction of a negative semidefinite operator from $\bar{B}^{(1)}$ as given in Sec. I. 2 amounts to "completing the square" of the expression in brackets, Eq. (75), as follows : Conditions on three constants $\alpha, \beta$, and $\gamma$ are found such that if

$$
\begin{equation*}
q=\alpha \bar{C}^{3}+\beta \bar{C}^{2} \bar{D}+\gamma \bar{C} \bar{D}^{2}, \tag{77}
\end{equation*}
$$

then

$$
\begin{equation*}
\left(\bar{C}+\frac{1}{6} \frac{\mu}{1+\mu} q\right)\left(\bar{C}+\frac{1}{6} \frac{\mu}{1+\mu} q\right)^{\dagger} \tag{78}
\end{equation*}
$$

agrees with the operator in brackets in Eq. (75) to terms of order $\mu /(1+\mu)$. The conditions are found to be

$$
\begin{align*}
\alpha+\gamma & =1  \tag{79}\\
\beta & =-3
\end{align*}
$$

We thus have arrived at the following operator:

$$
\begin{align*}
\bar{B}_{1}=- & 8 V_{R}\left(\frac{\mu}{2 \pi(1+\mu)}\right)^{\frac{1}{2}} \\
& \times\left\{\bar{C}+\frac{1}{6} \frac{\mu}{1+\mu}\left[\alpha \bar{C}^{3}-3 \bar{C}^{2} \bar{D}+(1-\alpha) \bar{C} \bar{D}^{2}\right]\right\} \\
& \cdot\left\{\bar{D}+\frac{1}{6} \frac{\mu}{1+\mu}\left[\alpha \bar{D}^{3}-3 \bar{C} \bar{D}^{2}+(1-\alpha) \bar{C}^{2} \bar{D}\right]\right\} \tag{80}
\end{align*}
$$

This operator, multiplied by $[(1+\mu) / \mu]^{\ddagger}$, agrees with $\bar{B}$, multiplied by the same quantity, to terms of order $\mu /(1+\mu)$. It is Hermitian, and negative semidefinite with the transformed [according to Eq. (44)] MaxwellBoltzmann distribution function as its stable stationary distribution. As a differential operator it is of sixthorder, and therefore is probably easier to handle in the
form (80) than in strict differential-operator form. It does not appear likely that any simpler operator can furnish an equivalent approximation.
$\bar{B}_{1}$ is somewhat arbitrary in that the constant $\alpha$ is arbitrary; only the two Eqs. (79) determine the three constants $\alpha, \beta$, and $\gamma$. However, the arbitrariness is in a term of higher order than that to which the operator is accurate; when (80) is multiplied out we must, of course, get

$$
\begin{align*}
& \bar{B}_{1}=-8 V_{R}\left(\frac{\mu}{2 \pi(1+\mu)}\right)^{\frac{1}{2}} \\
& \times\left\{\bar{C} \bar{D}+\frac{1}{6} \frac{\mu}{1+\mu}\left[\bar{C}^{3} \bar{D}-6 \bar{C}^{2} \bar{D}^{2}+\bar{C} \bar{D}^{3}\right]\right. \\
&+ \frac{1}{36}\left(\frac{\mu}{1+\mu}\right)^{2}\left[\alpha \bar{C}^{3}-3 \bar{C}^{2} \bar{D}+(1-\alpha) \bar{C} \bar{D}^{2}\right] \\
&\left.\times\left[\alpha \bar{D}^{3}-3 \bar{C} \bar{D}^{2}+(1-\alpha) \bar{C}^{2} \bar{D}\right]\right\} \tag{81}
\end{align*}
$$

in which the term inside the braces with coefficient $\mu /(1+\mu)$, which is the first correction term, is independent of $\alpha$. However, the higher-order term in braces, which has coefficient $[\mu /(1+\mu)]^{2}$, will not, except by coincidence, agree with the term of like order in the exact operator $\bar{B}$, no matter what the value of $\alpha$, since the former is in general only part of the term in the exact operator. $\bar{B}_{1}$ is, however, not meant to be accurate to this order (this higher term in $\bar{B}_{1}$ would not be accurate even if there were no arbitrariness), and computations should not be carried beyond terms which are determined by the $\mu /(1+\mu)$ term in braces in (81). Then the arbitrariness due to the indeterminateness of $\alpha$ will play no part in the results.

It should not be concluded, from the fact that the $[\mu /(1+\mu)]^{2}$ term in braces in (81) is to be disregarded where it affects computational results, that it can be dispensed with. By ensuring negative semidefiniteness it prevents runaway solutions; without it, probability modes $h_{r}(y)$ of very large $r$ value will grow indefinitely in amplitude. It is to be expected that, when used in the proper range of deviations from equilibrium, $\bar{B}_{1}$ will yield nonarbitrary results. The term which contains the arbitrariness must be included to prevent the intrusion, into solutions of the approximate equation, of spurious effects.

The arbitrariness due to $\alpha$ does not affect the possibility of constructing a sequence of approximations to $\vec{B}$. As constructed according to the prescription in Sec. I. $2,[(1+\mu) / \mu]]_{N}$ will always be correct to order $[\mu /(1+\mu)]^{N}$. Thus in $\bar{B}_{2}$ the error due to $\alpha$ will be made good, although a new error will be introduced in a term of higher order.

The results obtained will now be considered in relation to Brinkman's assertion that the condition (23) requires
that all $\alpha_{n}$ vanish for $n>2$ (our $\alpha_{n}=$ Brinkman's $\mu_{n}$ ). In the first place, the fact that $F$ decreases when $P(V, t)$ obeys the linear Boltzmann equation, as proved in Sec . 1.5, makes it impossible from our point of view to agree with this conclusion, since the linear Boltzmann operator in general has nonvanishing derivate moments of all orders. However, in any case, what we have sought is an approximation to an operator which in its exact form does satisfy the requirement. If this operator can be expanded in powers of $\mu /(1+\mu)$, then it is clear that successive approximations to its effect on $P(V, t)$ can be obtained by breaking the series off at successively higher terms, and that these approximations might be useful even if they did not satisfy some of the requirements the exact operator satisfies.

## III. MORE GENERAL SYSTEMS

The above work can be generalized to other linear Boltzmann operators in the following two ways: by leaving the $a_{n k}$ general, and by suppressing explicit reference to the expansion parameter $\mu /(1+\mu)$. In the following sections we take up these two modes of generalization successively.

## 1. Case of General $a_{n k}$

The $a_{n k}$ are not mutually independent. Let us write the expansion of $\bar{B}$ in the form

$$
\begin{equation*}
\bar{B}=V_{R}\left(\frac{\mu}{1+\mu}\right)^{\frac{t}{\infty}} \sum_{m=0}^{\infty}\left(\frac{\mu}{1+\mu}\right)^{m} \bar{b}_{m} \tag{82}
\end{equation*}
$$

Each $\bar{b}_{m}$ in (82) must end in a destruction operator in order that $h_{0}(y)$ be a stable equilibrium solution. In the case $m=0$ we have, from Eq. (61),

$$
\begin{align*}
\bar{b}_{0} & =\left[a_{11} \bar{C} y+a_{20} \widetilde{C}^{2}\right] \\
& =\left[a_{11} \bar{C}(\bar{C}+\bar{D})+a_{20} \bar{C}^{2}\right] . \tag{83}
\end{align*}
$$

The stable equilibrium condition here requires that the coefficient of $\boldsymbol{C}^{2}$ vanish, or

$$
\begin{equation*}
a_{20}=-a_{11} \tag{84}
\end{equation*}
$$

This is, of course, just the classic relation between viscosity and diffusion coefficient discovered by Einstein. ${ }^{21}$

A similar relation can be found in the next order: After bringing $\vec{D}$ operators to the right in all terms, we have

$$
\begin{align*}
\bar{b}_{1}=\left(a_{13}+a_{22}+a_{31}+a_{40}\right) \bar{C}^{4} & +\left(3 a_{13}+2 a_{22}+a_{31}\right) \bar{C}^{3} D \\
& +\left(3 a_{13}+a_{22}\right) C^{2} \bar{D}^{2}+a_{13} \bar{C} \bar{D}^{3} . \tag{85}
\end{align*}
$$

The condition that this annihilate $h_{0}(y)$ is that the coefficient of $\bar{C}^{4}$ vanish:

$$
\begin{equation*}
a_{13}+a_{22}+a_{31}+a_{40}=0 \tag{86}
\end{equation*}
$$

In this case another restriction on the $a_{n k}$ must be satisfied too, in order that $b_{1}$ be Hermitian. Namely, the

[^20]coefficients of $\bar{C}^{3} \bar{D}$ and of $\bar{C} \bar{D}^{3}$ must be equal:
\[

$$
\begin{equation*}
3 a_{18}+2 a_{22}+a_{31}=a_{13} . \tag{87}
\end{equation*}
$$

\]

With Eqs. (84), (86), and (87) we can eliminate $\dot{a}_{20}$, $a_{31}$, and $a_{40}$. When this is done, we obtain

$$
\begin{align*}
B^{(1)}= & V_{R}\left(\frac{\mu}{1+\mu}\right)^{\frac{1}{2}}\left\{a_{11} \bar{C} \bar{D}+\frac{\mu}{1+\mu}\left[a_{13} \bar{C}^{3} \bar{D}\right.\right. \\
& \left.\left.+\left(3 a_{13}+a_{22}\right) \bar{C}^{2} \bar{D}^{2}+a_{13} \bar{C} \bar{D}^{3}\right]+o\left(\frac{\mu}{1+\mu}\right)\right\} \tag{88}
\end{align*}
$$

In the Rayleigh process the $a_{n k}$ are known, and in fact the relations derived above can be verified for the expressions given in Appendix B. However, Eq. (88) may also be applied in the following way. Suppose thermal fluctuations are to be studied beyond the range where linear friction applies, in some system whose linear Boltzmann operator is unknown, but in which the following hypotheses may be justifiable: (a) The (unknown) linear Boltzmann operator is expansible in terms of some parameter analogous to $\mu /(1+\mu)$, and (b) the successive derivate moments are expansible in Hermite polynomials. This amounts to saying that the random process involved is mathematically of the same type as the Rayleigh process. Equation (88) or its equivalent then tells us that in order to study the random process in a consistent way with inclusion of the $V^{3}$ term in the friction $^{22}$ (i.e., in the first derivate moment), it is sufficeint to know just the coefficient of this term and that of the $V^{2}$ term in the noise, i.e., in the second derivate moment; the remaining relevant coefficients $a_{31}$ and $a_{40}$, which appear in the third and fourth derivate moments, being determined by the former two.
As in Sec. II.5, a negative semidefinite operator agreeing with $\bar{B}^{(1)}$ to order $[\mu /(1+\mu)]^{!}$can be constructed by completing the operator absolute-square. The result is

$$
\begin{align*}
\bar{B}_{1}= & \left(\frac{\mu}{1+\mu}\right)^{\frac{1}{2}} V_{R}\left\{a_{11} \frac{1}{C}+\frac{\mu}{1+\mu} a_{11^{-1}}^{-\frac{1}{2}}\right. \\
& \left.\times\left[\alpha \bar{C}^{3}+\frac{1}{2}\left(3 a_{13}+a_{22}\right) \bar{C}^{2} \bar{D}+\left(a_{13}-\alpha\right) \bar{C} \bar{D}^{2}\right]\right\} \\
& \times\left\{a_{11} \bar{D} \bar{D}+\frac{\mu}{1+\mu} a_{11} \overline{4}^{4}\left[\alpha \bar{D}^{3}+\frac{1}{2}\left(3 a_{13}+a_{22}\right) \bar{C} \bar{D}^{2}\right.\right. \\
& \left.\left.+\left(a_{13}-\alpha\right) \bar{C}^{2} \bar{D}\right]\right\} . \tag{89}
\end{align*}
$$

${ }^{*}$ Carried out to its second term, the expansion of $A_{1}$ is

$$
\begin{aligned}
A_{1}(y) & =\frac{(1+\mu)^{4}}{\mu}\left\{a_{11} H_{1}+\frac{\mu}{1+\mu} a_{18} H_{3}+\cdots\right\} \\
& =\frac{(1+\mu)^{t}}{\mu}\left\{a_{11} y+\frac{\mu}{1+\mu} a_{18}\left(y^{3}-3 y\right)+\cdots\right\}
\end{aligned}
$$

If $\mu \ll 1$, the $H_{3}$ contribution will not come in until $y^{3} \sim 1 / \mu$, and then the $-3 y$ term will be negligible compared to $y^{3}$. Similarly with all higher $H$, contributions. If they contribute significantly at all, the highest power in them will dominate. Thus when $\mu \ll 1$ the Hermite expansion will not be appreciably different from a power series. And this will, of course, hold for the expansion of any derivate moment.

## 2. Suppression of the Expansion Parameter

Let us put

$$
\begin{align*}
& k_{1}=\left(\frac{\mu}{1+\mu}\right)^{1 / 4} a_{11}^{12} \\
& k_{2}=\left(\frac{\mu}{1+\mu}\right)^{5 / 4} a_{11}-\frac{1}{2} \alpha  \tag{90}\\
& k_{3}=\left(\frac{\mu}{1+\mu}\right)^{5 / 4} \frac{1}{2} a_{11^{-\frac{1}{2}}\left(3 a_{13}+a_{22}\right)} \\
& k_{4}=\left(\frac{\mu}{1+\mu}\right)^{5 / 4} a_{11^{-\frac{1}{2}}\left(a_{13}-\alpha\right) .}
\end{align*}
$$

Then

$$
\begin{align*}
\bar{B}_{1} & =V_{R}\left[k_{1} \bar{C}+k_{2} \bar{C}^{3}+k_{3} \bar{C}^{2} \bar{D}+k_{4} \bar{C} \bar{D}^{2}\right] \\
& =\left[k_{1} \bar{D}+k_{2} \bar{D}^{3}+k_{3} \bar{C} \bar{D}^{2}+k_{4} \bar{C}^{2} \bar{D}\right] . \tag{91}
\end{align*}
$$

This form of $\bar{B}_{1}$ would be usable, if valid, for a system not possessing an expansion parameter, or for which this parameter was unknown. In the absence of as yet unsuspected restrictions; the four k's of Eqs. (90) are mutually independent; they certainly are so for the Rayleigh model, since $\alpha, a_{11}, a_{13}$, and $a_{22}$ are independent.

The form of the operator of Eq. (91) with arbitrary $k$ 's is sufficient for negative semidefiniteness. Let us try to define the conditions under which it is also necessarily the next negative semidefinite approximation after the Fokker-Planck operator. In terms of $\alpha_{v k}$, the $k$ th Hermite coefficient of $\alpha_{n}(y)$, Eq. (61) reads

$$
\begin{equation*}
\bar{B}=\sum_{m=0}^{\infty} \sum_{p=0}^{m+1} \frac{\alpha_{m+p+1, m-p+1}}{(m+p+1)!} \bar{C}^{m+p+1} H_{m-p+1}(y) \tag{92}
\end{equation*}
$$

This is a perfectly general formal expression for any linear Boltzmann operator, since it may be derived without any further assumptions from Eq. (37). If the equilibrium distribution of $y$ is Gaussian, $\exp \left(-y^{2} / 2\right)$, sufficient conditions on $\alpha_{n k} / n$ ! in order that $\bar{B}$ be Hermitian and promote stable equilibrium are the same as Eq. (84) for the $\alpha_{n k} / n!$ with $n+k=2$, and the same as Eqs. (86) and (87) for those with $n+k=4$. To prove these conditions necessary as well, a variable expansion parameter analogous to $\mu /(1+\mu)$ is needed, in order to make possible the device of setting the coefficient of each power of the parameter equal to zero. However, in the spirit of a phenomenological approach it may be justifiable to hypothesize the existence of such a parameter, when definite knowledge about a given system is not available. Assuming the hypothetical parameter to be small as well-as would be reasonable for any macroscopic variable which fluctuates due to molecular impulses or contributions-Eq. (91) would then be the most general form for the indicated approximation.
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## APPENDIX A

## Derivation of the Transition Probability for the Rayleigh Model

We here evaluate the function $C\left(y^{\prime \prime} \mid y^{\prime}\right)$ of Eq. (36) in the text. To do so we first work in terms of the ordinary velocity $V$. Let
$C\left(V^{\prime \prime} \mid V^{\prime}\right)=$ probability density-in- $V^{\prime \prime}$ per unit time that a particle with given velocity $V^{\prime}$ undergoes a collision which changes its velocity to $V^{\prime \prime}$ ("transition probability" from $V$ ' to $V^{\prime \prime}$ ).

Let $v$ stand for the component of velocity of a molecule in the direction of the constrained motion of the particles (note that $v$ therefore does not stand for the speed of the molecules). Given a particle with initial velocity $V$, and assuming the distribution (31) for the vector velocity $\mathbf{v}$, the probability density-in-v for a collision of the particle with a molecule having velocity component (in the foregoing sense) $v$, per unit time, is

$$
\begin{equation*}
A \rho f_{0}(v)|V-v| \tag{A2}
\end{equation*}
$$

if $A$ is the area of the disk of the particle, $\rho$ the spatial density of molecules, and $f_{0}(v)$ the one-dimensional Maxwell-Boltzmann function

$$
\begin{equation*}
f_{0}(v)=\left(2 \pi v_{R}^{2}\right)^{-\frac{1}{2}} \exp \left(-\frac{v^{2}}{2 v_{R}^{2}}\right) \tag{A3}
\end{equation*}
$$

The fraction of all disks which are knocked out of the infinitesimal range $d V$ at $V$ by molecules in $d v$ at $v$ is, per unit time,

$$
\begin{equation*}
A \rho f_{0}(v)|V-v| P(V) d v d V \tag{A4}
\end{equation*}
$$

where $P(V)$ is the velocity probability density of particles.

The coefficient of $d v d V$ in (A4) is the probability density-in- $v$-and- $V$, per unit time, of the process described. However, for use in Eq. (35) we require the transition probability between two values of $V$, namely, $V^{\prime}$ and $V^{\prime \prime}$ (ultimately, $y^{\prime}$ and $y^{\prime \prime}$ ). These may be related to $v$ and $V$ by the dynamics of the collision, as follows: Let

$$
\begin{equation*}
V^{\prime}=V \tag{A5}
\end{equation*}
$$

Assume that molecules are reflected specularly from the disks; then $V^{\prime}, V^{\prime \prime}$ are related to the variables $V, v$ by Eq. (A5) and by

$$
\begin{equation*}
V^{\prime \prime}-V^{\prime}=2 \frac{\mu}{1+\mu}(v-V) \tag{A6}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu=m / M . \tag{A7}
\end{equation*}
$$

To obtain a transition probability for $V^{\prime} \rightarrow V^{\prime \prime}$ from the expression (A4) one must (a) write this expression in terms of $V^{\prime}$ and $V^{\prime \prime}$; (b) make it a probability density in $V^{\prime}$ and $V^{\prime \prime}$ by multiplying it by $\partial(v, V) / \partial\left(V^{\prime}, V^{\prime \prime}\right)$ $=(1+\mu) / 2 \mu$, and (c) divide by $P\left(V^{\prime}\right)$ to obtain a probability conditional in $V^{\prime}$. In this way one obtains

$$
\begin{array}{r}
C\left(V^{\prime \prime} \mid V^{\prime}\right)=A \rho\left(\frac{1+\mu}{2 \mu}\right)^{2} f_{0}\left(\frac{1+\mu}{2 \mu} V^{\prime \prime}-\frac{1-\mu}{2 \mu} V^{\prime}\right) \\
\cdot\left|V^{\prime \prime}-V^{\prime}\right| . \tag{A8}
\end{array}
$$

An expression formally the same as this would be obtained if the gas were linear instead of three-dimensional, with the particles on a line with the gas molecules, and if every encounter between a particle and a molecule resulted in a collision. The latter is the model originally introduced by Rayleigh, ${ }^{11}$ and the present one is mathematically equivalent to it.

Now transform to the variable $y$ [Eq. (33)]. Writing $C\left(y^{\prime \prime} \mid y^{\prime}\right)$ for the transition probability per unit time for the event $y^{\prime} \rightarrow y^{\prime \prime}$, which is a probability density in $y^{\prime \prime}$, we shall have

$$
\begin{equation*}
C\left(y^{\prime \prime} \mid y^{\prime}\right)=C\left(V^{\prime \prime} \mid V^{\prime}\right) d V^{\prime \prime} / d y^{\prime \prime} \tag{A9}
\end{equation*}
$$

(in this equation the $C$ 's stand for transition probabilities with respect to the arguments in their respective parentheses; since the arguments are different random variables on the two sides of the equation, the $C$ 's on the two sides are not meant to be the same functions). Put

$$
\begin{equation*}
A \rho=1, \tag{A10}
\end{equation*}
$$

since this combination of constants plays no further part in the analysis. Equation (A9) applied to Eq. (A8) then gives Eq. (36) of the main text.

## APPENDIX B

We here evaluate the Hermite expansion coefficients of $A_{n}(y)$. From Eq. (58) and the normalization constant of the $H_{k}(y)$,

$$
\begin{equation*}
A_{n k}=\frac{1}{(2 \pi)^{\frac{2}{k}!}} \int \exp \left(-\frac{y^{2}}{2}\right) H_{k}(y) A_{n}(y) d y . \tag{B1}
\end{equation*}
$$

We utilize the generating function of the Hermite
polynomials,

$$
\begin{equation*}
\exp \left(-\frac{z^{2}}{2}+z y\right)=\sum_{m=0}^{\infty} z \frac{H_{r}(y)}{r!}, \tag{B2}
\end{equation*}
$$

whence $A_{n k}$ is the coefficient of $z^{k}$ in the power series expansion of

$$
\begin{align*}
& I(\mathrm{z})=(2 \pi)^{-\frac{1}{2}} \int \exp \left(-\frac{y^{2}}{2}-\frac{z^{2}}{2}+z y\right) A_{n}(y) d y \\
&=\frac{2^{n}}{2 \pi n!} \int d y \exp \left(-\frac{y^{2}}{2}-\frac{z^{2}}{2}+z y\right) \\
& \times \int d x \exp \left[-\frac{\mu}{2}(x+y)^{2}\right] x^{n}|x| d x . \tag{B3}
\end{align*}
$$

Inverting the order of integration, it is possible to integrate immediately over $y$, using the formula

$$
\begin{equation*}
\int_{-\infty}^{\infty} \exp \left(-a y^{2}-b y\right) d y=\left(\frac{\pi}{a}\right)^{\frac{3}{3}} \exp \left(\frac{b^{2}}{4 a}\right) \tag{B4}
\end{equation*}
$$

This gives

$$
\begin{align*}
& I(z)=\frac{2^{n}}{[2 \pi(1+\mu)]^{3} n!} \int \exp \left(-\frac{\mu z^{2}}{2(1+\mu)}\right. \\
& \left.-\frac{\mu z x}{1+\mu}\right) \exp \left(-\frac{\mu}{2(1+\mu)} x^{2}\right) x^{n}|x| d x . \tag{B5}
\end{align*}
$$

But here we recognize, in the first exponential in the integrand, the generating function according to formula (B2) of the functions

$$
H_{7}\left(-\left[\frac{\mu}{1+\mu}\right]^{\frac{1}{2}} x\right) .
$$

From this it follows that

$$
\begin{align*}
A_{n k}= & \frac{(-1)^{k} 2^{n}}{[2 \pi(1+\mu)]^{\frac{1}{n} n!k!}}\left(\frac{\mu}{1+\mu}\right)^{k / 2} \\
& \times \int \exp \left(-\frac{\mu}{2(1+\mu)^{2}}\right) H_{k} \\
& \times\left(\left[\frac{\mu}{1+\mu}\right]^{\frac{1}{n}} x\right) x^{n}|x| d x \tag{B6}
\end{align*}
$$

Changing to $[\mu /(1+\mu)]^{\frac{3}{3}} x$ as variable of integration,

$$
\begin{align*}
& A_{n k}=\frac{(-1)^{k} 2^{n}}{[2 \pi(1+\mu)]^{1} n!k!}\left(\frac{\mu}{1+\mu}\right)^{(k-n-2) / 2} \\
& \times \int \exp \left(-\frac{x^{2}}{2}\right) H_{k}(x) x^{n}|x| d x . \tag{B7}
\end{align*}
$$

The integral can be simplified as follows:

$$
\begin{aligned}
& \int_{-\infty}^{\infty} \exp \left(-\frac{x^{2}}{2}\right) H_{k}(x) x^{n}|x| d x \\
& =\int_{0}^{\infty}\left[(-1)^{n+k+2}+1\right] H_{k}(x) \exp \left(-\frac{x^{2}}{2}\right) x^{n+1} d x \\
& =2 \int_{0}^{\infty} H_{k}(x) \exp \left(-\frac{x^{2}}{2}\right) x^{n+1} d x \text {, if } n+k \text { even } \\
& =0 \\
& \text { if } n+k \text { odd. }
\end{aligned}
$$

The dependence on parity of $n+k$ agrees with the fact that $A_{n}(y)$ is even or odd according to the parity of $n$ (cf. footnote 20).
The integral in (B8) is

$$
\begin{align*}
J & =\int_{0}^{\infty} H_{k}(x) \exp \left(-\frac{x^{2}}{2}\right) x^{n+1} d x \\
& =\int_{0}^{\infty} x^{n+1}\left(-\frac{d}{d x}\right)^{k} \exp \left(-\frac{x^{2}}{2}\right) d x \tag{B9}
\end{align*}
$$

If $k \leqq n+1$ we integrate by parts $k$ times to get

$$
\begin{align*}
J & =(n+1) n \cdots(n-k+2) \int_{0}^{\infty} x^{n-k+1} \exp \left(-\frac{x^{2}}{2}\right) d x \\
& =\frac{(n+1)!}{(n-k+1)!!} \quad(k \leqq n+1) \tag{B10}
\end{align*}
$$

where the double factorial $N!!$ is defined by

$$
\begin{array}{rll}
N!! & =N(N-2)(N-4) \cdots 3 \cdot 1 & (N \text { odd }) \\
& =N(N-2)(N-4) \cdots 4 \cdot 2 & (N \text { even }), \tag{B11}
\end{array}
$$

and, by convention, $0!!=(-1)!!=1$.
If $k>n+1$ we integrate by parts $n+1$ times:

$$
\begin{align*}
J & =\left.(n+1)!\left[-\left(-\frac{d}{d x}\right)^{k-n-2} \exp \left(-\frac{x^{2}}{2}\right)\right]\right|_{0} ^{\infty} \\
& =(n+1)!H_{k-n-2}(0) \\
& =(-1)^{(k-n-2) / 2}(n+1)!(k-n-3)!!, \tag{B12}
\end{align*}
$$

the last form being obtained by adapting, to our definition of Hermite polynomials, formula (13.15), Sec. 10, of Higher Transcendental Functions [edited by A. Erdélyi (McGraw-Hill Book Company, Inc., New York, 1953), Vol. II].

If we combine the foregoing results, we get

$$
\begin{equation*}
A_{n k}=(1+\mu)^{-1}\left(\frac{\mu}{1+\mu}\right)^{(k-n-2) / 2} a_{n k} \tag{B13}
\end{equation*}
$$

with

$$
\begin{align*}
& a_{n k}=(-1)^{\frac{k}{2}} \frac{2^{n+1}}{(2 \pi)^{\frac{1}{2}}} \frac{n+1}{k!(n-k+1)!!} \quad(k \leqq n+1)  \tag{B14}\\
&=(-1)^{(n+k+2) / 2} \frac{2^{n+1}}{(2 \pi)^{\frac{1}{2}}} \frac{(n+1)(k-n-3)!!}{k!} \\
&(k>n+1) . \tag{B15}
\end{align*}
$$
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#### Abstract

A new derivation of Mayer's classical density expansion for the pressure of an imperfect gas based on a classification of cluster graphs according to topological criteria is presented. The classification is a generalization of the classification of simple trees into trees with centers and trees with bicenters.


RECENTLY, a number of significant advances in the theory of many-particle systems have been made by the method of summation of infinite subclasses of terms in series defined by diagrams. Perhaps the classic example of such series are Mayer's cluster expansion ${ }^{1}$ for thermodynamic properties and distribution functions in nonquantum equilibrium statistical mechanics. Since Mayer's graphs are simpler and more purely combinatorial objects than the Feynman-type graphs ${ }^{2}$ which occur in quantum perturbation theory, it is illuminating to go back and look at the classical version of some of the combinatorial problems of the quantum theory of many-body systems. In the course of just such an investigation the author has come upon a new derivation of Mayer's density series for the pressure which is the classical analog of a rearrangement of the quantum perturbation expansion for the grand partition function of a bose gas. ${ }^{3}$ This derivation is expounded here for its own sake as well as for the light it throws on the quantum problem.
Of the many derivations of Mayer's density series, ${ }^{4}$ the present one is most closely related to Salpeter's, but unlike his, it gives directly an expansion for the pressure rather than the chemical potential. Like Salpeter's, the present derivation does not require the evaluation of a complex numerical combinatorial factor but relies rather on certain topological properties of cluster graphs. The essential part of the present derivation is a theorem, to be demonstrated below, which shows that each reducible cluster can be considered to be built upon a foundation which is either an irreducible cluster or a point.

Mayer has given the following expression for the logarithm of the classical grand partition function of a monatomic gas or, what is the same thing, $P V / k T$ :
$\frac{P V}{k T}=V\left[z+\sum_{n=2}^{\infty} \frac{z^{n}}{n!} \sum_{\substack{\text { al clasters of } \\ n \text { particles }}} \int \Pi f_{i j} d(i) \cdots d(n)\right]$,

[^21]where $z$ is the "active" number density or activity,
$$
f_{i j}=\exp -u\left(\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|\right) / k T-1,
$$
$u\left(\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|\right)$ is the intermolecular potential between molecule $i$ and molecule $j, P$ is the pressure, $V$ is the volume, $T$ is the temperature of the gas, and $k$ is Boltzmann's constant. (1) $\cdots(n)$ is an abbreviation for $\mathbf{x}_{i} \cdots \mathbf{x}_{n}, d(1) \cdots d(n)$ is an abbreviation for $d \mathbf{x}_{1} \cdots d \mathbf{x}_{n}$.
The product of $\Pi f_{i j}$ contains a number of factors $f_{i j}$ with indices $i j$ taken from the set $1 \cdots n$. Every term on the right in (1) corresponds to a diagram consisting of points labeled $1 \cdots n$, connected pairwise by a number of arcs. For every arc joining points, say $k 1$, in a particular diagram, a factor $f_{k 1}$ appears in the corresponding terms of the series. In mathematical terminology a diagram constructed in this way is called a graph with labeled points. The second summation on the right is over all products $f_{i j}$ whose corresponding graph is a cluster, i.e., a connected graph in which no pair of points joined by more than one arc.

In what follows, we shall also need the activity series for the number of particles:

$$
\begin{align*}
N=P V= & V\left[z+\sum_{n=1} \frac{z^{n+1}}{n!}\right. \\
& \left.\times \sum_{\substack{\text { all clusters of } \\
n+1 \text { particles }}} \int \Pi f_{i j} d(2) \cdots d(n+1)\right] . \tag{2}
\end{align*}
$$

We consider now two particular clusters for the purpose of illustrating a number of definitions and simple theorems about graphs. (We use the terminology of Ford and Uhlenbeck. ${ }^{5}$ ) Points such as 10 in Fig. 1(a) are called articulation points. The removal of 10 together with all arcs joined to it divides the graph into two disjoint parts. This is not true, for instance, of 12, which is therefore not an articulation point. A connected graph without articulation points is called a star. [Thus 10-12 and 4, 5 are stars.] An arbitrary cluster is divided by its articulation points into a collection of stars. Thus the articulation points $2,3,4,6,8$ in Fig. 1(b) divide it into the stars (12), (23), (346), (45), (687), (89). Conversely, any cluster can be considered as a collection of stars joined together at articulation

[^22]
(a)

Fig. 1. Two representative clusters.
(b)
points, and from this point of view the cluster is called a star tree. A star tree with one point singled out is called a rooted star tree, and the singled-out point is called the root. A star tree may consist of a number of branches disjoint except for the root. If in Fig. 1(b) the point 3 is designated as the root, we obtain a rooted star tree with two branches, (123) and (3456789).

A cluster may be considered to be made up in a number of different ways of stars, rooted star trees, and branches joined at articulation points. For each such way, the corresponding integral can be written as a product of integrals referring to the component stars, rooted star trees, and branches. This is a consequence of the fact that $f_{i j}$ depends only on the distance $\left|\mathbf{x}_{i}-\mathbf{x}_{j}\right|$, which is, indeed, what makes graph-theoretic concepts important in the theory of cluster series. Thus, the integral corresponding to Fig. 1(b) may be written

$$
\begin{align*}
& \int f_{12} f_{23} f_{34} f_{38} f_{46} f_{45} f_{67} f_{68} f_{87} f_{88} d(1) \cdots d(9) \\
& =\int f_{12} d(1) \times \int f_{23} d(2) \times \int f_{45} d(5) \times \int f_{89} d(9) \\
& \quad \times \int f_{34} f_{38} f_{46} d(3) d(4) \times \int f_{67} f_{68} f_{87} d(7) d(8) \tag{3}
\end{align*}
$$

Alternatively, this same integral may be considered to be the product of an integral referring to one of the stars in Fig. 1(b) and integrals referring to each one of the rooted star trees which are attached to this star through articulation points.

It is perhaps obvious from the principle illustrated by (3) that it should be possible to express (1) and (2) in terms of integrals referring only to stars. It is not so obvious, however, that these equations attain their simplest form when expressed as a power series in the density. As is well known, the result of reexpressing (1)
in terms of integrals referring to stars (irreducible cluster integrals in Mayer's terminology) is the density series for the pressure, which may be written in the form

$$
\begin{equation*}
P V / k T=V(\rho+S-\rho \partial S / \partial \rho), \tag{4}
\end{equation*}
$$

where $\rho$ is the average number density and

$$
\begin{equation*}
V S=\sum_{n=2}^{\infty} \frac{\rho^{n}}{n!} \sum_{\substack{\text { all stars of } \\ n \text { points }}} \int \Pi f_{i j} d(1) \cdots d(n) \tag{5}
\end{equation*}
$$

The appearance of a power series in $\rho$ rather than $z$ in which the coefficients are determined by stars rather than by arbitrary clusters becomes less surprising when it is noted that the series in (2) for $\rho$ is essentially a sum over rooted star trees and that any cluster may be considered to be a star with a number of rooted star trees attached to it. The difficulty with this last point of view, however, is that in general a cluster can be represented as a star with a number of rooted star trees attached in several different ways. We show now that all clusters can be divided into two classes. For every member of the first class there is a certain star which has a special right to be the basis upon which the cluster is built by attaching rooted star trees. For every member of the second class there is a special point from which the cluster is built by adding branches.

Consider again Fig. 1(b). There are three stars (89), (45), and (12), which are attached to the remainder of the graph by only one (articulation) point. Let us remove these stars and obtain Fig. 2(a). This graph has two stars, (23) and (678), attached by only one point. Removing these, we obtain the star (436) in Fig. 2(b). Figure 1(b) can thus be considered to be constructed from the fundamental star (436) by the attachment of the rooted star trees (321), (45), and (6879). We will call the process of successive removal of all stars attached at only one point the reduction process. It is essential that all stars containing a single articulation point be completed before the new graph is examined and the process is applied again. The reduction process applied to the graph in Fig. 1 (a) yields the graph in Fig. 3(a) after two steps, while the final step yields simply the point 5 . This graph may thus be considered to consist of the two branches $(1 \cdots 5)$ and $(5 \cdots 12)$ joined together at the point 5.

(a)

(b)

That the reduction process can be applied to any reducible cluster and will result in either a star or a point after a finite number of steps follows from the fact that if a graph has an articulation point, there is at least one star attached to the remainder of the graph at only one point. If the result of the process is a star, we will call the star the fundamental star and if a point, the fundamental point. Any graph can thus be considered to be built of a fundamental star with a number of rooted trees attached or of a number of branches joined at a fundamental point.

The question immediately arises: What is it that distinguishes the fundamental star or fundamental point from all other stars or points of a graph? This question can be answered by introducing the notion of order of a rooted star tree. The order of a star tree is the number of steps in the reduction process required to reduce it to a point. Now if a graph has a fundamental star, the order of no one of the attached rooted star trees is greater than the order of all of the others, and if a graph has a fundamental point, the order of no one of the attached branches is greater than the order of all the others. Suppose, for instance, that a graph with a fundamental star has an attached rooted star tree of the order $n$ greater than the order of all the others. After $n-1$ steps in the reduction process, all the other rooted star trees will have been reduced to points, while the given one will have been reduced to one or more stars attached to the fundamental star at one point. If this is so, however, the reduction process correctly applied one more step should have resulted in a point, which contradicts the hypothesis that the graph has a fundamental star. On the other hand, if a graph with a fundamental point has an attached branch of largest order, at the $(n-1)$ th step, all other attached branches except the maximum will have been reduced to a point, while the maximum will have been reduced to a star. Again this contradicts the hypothesis that the graph has a fundamental point since, if the reduction process had been correctly applied, it would have yielded a star at the $(n-1)$ th step. It is easy to see that if a graph has a star with the foregoing property, no other star has the foregoing property, nor does it have a point with the foregoing property; and if a graph has a point with the foregoing property, it has no other point with the foregoing property, nor does it have a star with the foregoing property. Thus we have the following theorem:

All clusters can be divided into two disjoint classes, those with a unique fundamental point, and those with a unique fundamental star. If a graph has a fundamental point, no branch attached to this point has an order greater than the rest. If a graph has a fundamental star, no rooted star tree attached to this star has an order greater than the rest. ${ }^{6}$

[^23]Fig. 3. The next-to-last step in the reduction of Fig. 1 (a).


With this theorem we are in a position to reexpress (1) in terms of star integrals. Consider a particular term on the right in (1) corresponding to a labeled cluster which has a fundamental star $\sigma$ and attached rooted star trees $\tau_{1}, \tau_{2}, \cdots \tau_{r}$. Let $m$ be the number of points in $\sigma$ and $m_{1} \cdots m_{r}$, the number of points besides the root in $\tau_{1} \cdots \tau_{r}$. The total number of points is $n=m+m_{1}+\cdots m_{r}$. There will be a number of other clusters differing only in labeling which yield the same contribution. We compute the contribution of all clusters identical to the given one, except for labeling. We suppose that in the given cluster the fundamental star is labeled with the integers $1 \cdots m$, while $\tau_{1} \cdots \tau_{r}$ are labeled with integers taken from the sets $\left(m_{1}\right) \cdots\left(m_{r}\right)$. The operation of summing over all labelings of the given graph can be written as the sum over all labelings which do not interchange labels among $\sigma$ and $\tau_{1} \cdots \tau_{r}$ times the number of ways of choosing sets of $m, m_{1} \cdots m_{r}$ integers out of $n$ integers ( $=n!/ m_{1}!\cdots m_{r}!$ ). Thus we have for the contribution of the given cluster and all its relabelings

$$
\frac{1}{m!m_{1}!\cdots m_{r}} \sum_{\substack{\text { all labelings of } \sigma \\ \text { with integers } 1 \cdots n}} \int f_{i j} d(1) \cdots d(n)
$$

where $d\left[m_{s}\right]$ is the product of volume elements for all molecules of the sets $\left[m_{s}\right]$.

We now sum over all clusters which have the same fundamental star as the given cluster. All such clusters can be built up by attaching various collections of trees to the points of the star. The trees, however, may not be added independently. We must be sure that there are at least two of maximum order, otherwise the given star will not be the fundamental star of the cluster.

In order to find the total contribution to (1) from clusters with fundamental stars, it is most convenient first to compute the sum without regard to restrictions in adding chains and then to subtract the superfluous contributions. The sum without regard to restrictions is

$$
\begin{align*}
V S= & \sum_{m=2}^{\infty} \frac{\rho^{m}}{m!\text { all stars }} \sum^{\rho} \int \Pi f_{i j} d(1) \cdots d(n),  \tag{7}\\
& \quad \sum_{n=1} \frac{z^{n+1}}{n!} \\
& \quad \sum_{\substack{\text { all rooted star } \\
\text { trees with root } \\
\text { from points } 2 \cdots n+1}} \int \Pi f_{i j} d(2) \cdots d(n+1) . \tag{8}
\end{align*}
$$

Any point of the star $\sigma$ may have either no rooted tree attached, corresponding to the first term on the right in (8), or an arbitrary rooted tree, corresponding to one of the second group of terms. Since we allow trees to be attached independently, the sum of products is the product of the sums. Since there is a one-to-one correspondence between labeled rooted star trees with root 1 formed from $n+1$ points and labeled clusters formed from $n+1$ points, (8) is simply another form of (2), and $\rho$ is, in fact, the number density.

The contributions to be subtracted are those from clusters formed from $\sigma$ (which is, of course, no longer the fundamental star of the cluster) by attaching a number of rooted star trees, one of which has greater order than the rest. If $s$ is the (articulation) point at which the tree of largest order $\tau_{s}$ is attached to $\sigma$, the remaining trees $\tau_{i}(i \neq s)$ together with $\sigma$, form a branch $\beta$ whose order is almost equal to that of $\tau_{s}$. The contributions to be subtracted may thus also be characterized as those from clusters formed by joining a branch of order $p$ to a rooted star tree of order $q$ with $p \leqslant q$.

We turn now to the contributions to (1) from clusters with fundamental points. These are formed by attaching a number of branches at a point, taking care that at least two branches have order greater than the rest. Again, it is convenient first to compute the sum without restrictions, then to subtract the superfluous contributions. It is easily seen that the unrestricted contribution together with the first term $z$ in (1) is simply $\rho$ as given by (8). The contribution to be subtracted is that from clusters formed by joining one or more branches $\beta_{1} \cdots \beta_{\text {。 }}$ to a common root such that one, say $\beta_{s}$, has order $p$ greater than the rest. The remaining branches $\beta_{i}(i \neq s)$ form a tree of order $q$ with $p>q$. The case in which $\beta_{s}$ is the only branch must also be included. If we call a point a tree of order zero, the above superfluous contributions may be described as those arising by joining a rooted star tree of order $q$ and a branch of order $p$ with $p>q \geqslant 0$.

We see now that the two collections of superfluous contributions complement each other. Together they comprise contributions from all graphs formed by joining a branch and a tree to a common root with no restrictions on the order of the branch or the rooted tree. It may be remarked that in general a given cluster appears several times in this collection. A cluster appears, in fact, as many times as the number of ways it can be constructed by attaching a tree and a branch at a common root.
We consider a particular labeled cluster formed by joining a particular branch $\beta$ with a root 1 and remaining points labeled with integers $2 \cdots n+1$, and a particular tree $\tau$ with a root 1 and remaining points labeled with integers $n+2, \cdots, n+m+1$. The contribu-
tion of this cluster together with all distinct clusters derived by permutation of labels among points within the rooted star tree and branch may be written

$$
\begin{align*}
& V \sum_{\substack{\text { all labelings of } \beta \\
\text { with integers } 2 \cdots n+1}} \int \prod f_{i j} d(2) \cdots d(n+1) \\
& \times \sum_{\substack{\text { all labelings of } \tau \\
\text { with integers } \\
n+2 \cdots n+m+1}} \int \prod f_{i j} d(n+2) \cdots d(n+m+1) . \tag{9}
\end{align*}
$$

On multiplying by the number of ways of choosing $n$ integers to label the points of the branch, $m$ integers to label the points of the rooted star tree and one integer to label the common root, and summing over all branches and rooted star trees, we obtain for the total superfluous contribution

$$
\begin{gather*}
V \sum_{n=1}^{\infty} \sum_{\text {all }} \frac{z^{n}}{n!} \int \prod f_{i j} d(2) \cdots d(n+1) \\
\times\left(z+\sum_{m=1}^{\infty} \sum_{\begin{array}{c}
\text { all rooted star trees } \\
\text { with root } 1 \text { and other } \\
\text { points } n+2 \cdots n+m+1
\end{array}}^{m!}\right. \\
\left.\times \int \prod f_{i j} d(n+2) \cdots d(n+m+1)\right) \tag{10}
\end{gather*}
$$

(The term $z$ in the parentheses corresponds to "rooted star trees of order zero.")

We immediately note that, by (8), the second factor in (10) is simply $\rho$. We can eliminate $z$ from the first factor by using the representation of a branch implicitly used in the foregoing: every branch can be represented in one and only one way as a rooted star (i.e., a star with a marked-out point) with a number of rooted star trees attached at points other than the root. With the aid of this representation, the first factor in (10) can'be represented as a sum over rooted stars:

$$
\begin{align*}
& \sum_{n=1}^{\infty} \sum_{\begin{array}{c}
\text { all rooted stars with } \\
\text { root 1 and points } 2 \cdots n+1
\end{array}} \frac{\rho^{n}}{n!} \\
& \times \int \Pi f_{i j} d(2) \cdots d(n+1) \tag{11}
\end{align*}
$$

Finally, we note that (11) is simply $V \rho \partial S / \partial \rho$ and that the total quantity to be subtracted is $V \rho \partial S / \partial \rho$. Thus. we have (4) for $P V / k T$.

# Zero-Point Energy of an Electron Lattice* 

Department of Physics, University of Maryland, College Park, Maryland
AND
Alexet A. Maradudin $\dagger$ Institute for Fluid Dynamics and Applied Mathematics, University of Maryland, College Park, Maryland
(Received May 27, 1960)


#### Abstract

At very low densities an electron gas in a compensating uniform background of positive charge crystallizes into a bcc lattice for which the correlation energy per electron is ( $-1.792 / r_{s}$ ) ry. At higher densities the first correction to this result arises from the zero-point energy of the electrons, which can be expanded in terms of the even moments of the frequency spectrum. We have computed the first five nonvanishing moments and have estimated the contribution to the zero-point energy from the remaining moments using their known asymptotic behavior. This procedure leads to the value ( $2.638 / r_{s}{ }^{4}$ ) ry for the zero-point energy per electron. The low temperature specific heat per electron is found to be $56.21 \mathrm{kr}_{\mathrm{g}}{ }^{9 / 2} .(k T)^{3} \mathrm{ry}$. The range of $r_{s}$ values for which these results should be valid is discussed on the basis of Lindemann's melting formula.


## I. INTRODUCTION

IN 1934, Wigner, in a study of the effect of electron interactions on the energy levels of the electrons in a metal ${ }^{1}$ stated that as the density of an electron gas in a compensating uniform background of positive charge tends to zero, the Coulomb interactions dominate the kinetic energy of the electrons and they arrange themselves in the configuration of lowest potential energy, probably a bec lattice. In 1938, he presented a quantitative treatment of this problem. ${ }^{2}$ He calculated the energy of a lattice of electrons in a uniform background of positive charge on the assumption that the potential at any electron is that due to a uniform sphere of positive charge surrounding it. The radius of this sphere $r_{s}$ measured in units of the Bohr radius, was chosen to be such that the volume occupied by one electron is $\frac{4}{3} \pi r_{\varepsilon}{ }^{3}$. This simple electrostatic calculation yields an energy per electron which is proportional to $r_{s}^{-1}$. A careful calculation by Fuchs ${ }^{3}$ of the static energies of monovalent ions arrayed in the three primitive cubiclattice structures in a compensating uniform background of charge, showed that for a given number density of ions the bcc structure has indeed the lowest energy, with the fcc and simple cubic structures having higher energies in that order. When he took into account the oscillation of the electrons about their lattice points, Wigner obtained a correction to the static energy which is proportional to $r_{s}{ }^{-\frac{3}{2}}$. The value of this energy given in the text of Wigner's paper is $3 r_{s}^{-\frac{1}{2}}$ ry, which is that obtained in the Einstein approximation in which each electron is assumed to vibrate independently of all the others. However, in a footnote to this paper Wigner mentions that when one takes into account the coupling

[^24]between the displacement components of the electrons, as in the theories of Debye, ${ }^{4}$ and of Born and vonKarman, ${ }^{5}$ the value $2.7 r_{s}^{-3}$ ry is obtained. Since Wigner's 1938 paper no detailed calculation of the zero-point energy of an electron lattice has been published. At the time of writing, however, we have received a report of the work of $\mathrm{Carr}^{6}$ in which the value $2.66 r_{s}^{-\frac{1}{2}}$ ry is given for the harmonic contribution to the zero-point energy. Carr obtained the zero-point energy of a bcc lattice of electrons by numerical integration, having first calculated the normal mode frequencies of the electron vibrations at 512 points in the first Brillouin zone.

Here we apply the moment-trace method ${ }^{7}$ to the calculation of the zero-point energy of a bcc lattice of electrons in a uniform background of positive charge. In Sec. II we express the zero-point energy as an expansion in all the even moments of the frequency distribution function of the normal modes of vibration, and show how the asymptotic behavior of the moments may be used to sum all terms past the few that can be determined explicitly.

In Sec. III we obtain the dynamical matrix of the lattice from the equations of motion of the electrons. We evaluate the first five even moments of the frequency distribution function in Sec. IV, and we use these results to obtain an estimate of the contribution to the zero-point energy from the remaining moments. In Sec. V we discuss the range of values of $r$, for which our result may be expected to be valid, using essentially Lindemann's melting-point formula as a criterion for the stability of the electron lattice.

[^25]
## II. ZERO-POINT ENERGY

We begin this section by introducing the distribution function $g(\omega)$ for the normal mode frequencies of our electron lattice. $g(\omega)$ is defined in such a way that $g(\omega) d \omega$ is the fraction of normal modes with frequencies in the interval $(\omega, \omega+d \omega)$ in the limit as $d \omega \rightarrow 0$. The moments $\mu_{n}$ of this distribution function are defined by

$$
\begin{equation*}
\mu_{n}=\int_{0}^{\omega_{p}} \omega^{n} g(\omega) d \omega, \tag{2.1}
\end{equation*}
$$

and the fact that $\omega_{p}$ is the maximum normal mode frequency follows readily from Kohn's sum rule.

The squares of the normal mode frequencies are the eigenvalues of a secular determinant $D$. It is well known that the trace of the $n$th power of $D$ is equal to the sum of the $n$th powers of its eigenvalues, or

$$
\begin{equation*}
\operatorname{Tr} D^{n}=\sum_{j} \sum_{\mathbf{k}} \omega_{j}^{2 n}(\mathbf{k}) \tag{2.2}
\end{equation*}
$$

where $j$ labels the branches of the frequency spectrum and $\mathbf{k}$ labels the frequencies in each branch. If we divide both sides of this equation by $3 N$, where $N$ is the total number of electrons, since there are $3 N$ normal mode frequencies, we have

$$
\begin{gather*}
\frac{1}{3 N} \sum_{j} \sum_{\mathbf{k}} \omega_{j}^{2 n}(\mathbf{k}) \equiv \mu_{2 n}=\frac{1}{3 N} \operatorname{Tr} D^{n}  \tag{2.3}\\
E_{0}=-\sum_{2} \sum_{j=1}^{3} \sum_{\mathbf{k}} \omega_{j}(\mathbf{k}) \tag{2.4}
\end{gather*}
$$

With the use of the distribution function $g(\omega)$, Eq. (2.4) can be written as

$$
\begin{equation*}
E_{0}=\frac{3 N \hbar}{2} \int_{0}^{\omega_{p}} \omega g(\omega) d \omega . \tag{2.5}
\end{equation*}
$$

If we define a dimensionless distribution function $f(x)$ by

$$
\begin{equation*}
f(x)=\omega_{p g} g\left(\omega_{p} x\right) \tag{2.6}
\end{equation*}
$$

the zero-point energy per electron can be written as

$$
\begin{equation*}
\frac{E_{0}}{N}=\frac{3 \hbar \omega_{p}}{2} \int_{0}^{1} x f(x) d x . \tag{2.7}
\end{equation*}
$$

In terms of $f(x)$ we can define dimensionless moments $u_{n}$ by

$$
\begin{equation*}
u_{n}=\frac{\mu_{n}}{\omega_{p}^{n}}=\int_{0}^{1} x^{n} f(x) d x \tag{2.8}
\end{equation*}
$$

and we see that

$$
\begin{equation*}
E_{0} / N=\left(3 \hbar \omega_{p} / 2\right) u_{1} . \tag{2.9}
\end{equation*}
$$

Since the moment-trace method gives only the even moments $u_{2 n}$, we have to express $u_{1}$ in terms of the even moments. This is done by writing ${ }^{8,9}$

$$
\begin{align*}
u_{1} & =\int_{0}^{1}\left[1-\left(1-x^{2}\right)\right]^{\frac{1}{3}} f(x) d x \\
& =\sum_{n=0}^{\infty}(-1)^{n}\binom{\frac{1}{2}}{n} \int_{0}^{1}\left(1-x^{2}\right)^{n} f(x) d x \tag{2.10}
\end{align*}
$$

We now define new dimensionless moments $v_{2 n}$ by

$$
\begin{equation*}
v_{2 n}=\int_{0}^{1}\left(1-x^{2}\right)^{n} f(x) d x=\sum_{j=0}^{n}(-1)^{j}\binom{n}{j} u_{2 j} \tag{2.11}
\end{equation*}
$$

In terms of these moments, $u_{1}$ becomes

$$
\begin{align*}
u_{1} & =v_{0}-\frac{1}{2} v_{2}-\frac{1}{8} v_{4}-\frac{1}{16} v_{6}-(5 / 128) v_{8}-\cdots \\
& =\sum_{n=0}^{\infty}(-1)^{n}\binom{\frac{1}{2}}{n} v_{2 n} . \tag{2.12}
\end{align*}
$$

Since the $v_{2 n}$ are all positive we see that breaking off the expansion (2.12) at any term yields an upper bound for $u_{1}$.

In practice, we can calculate only the first few moments $u_{2 n}$, and hence only the first few moments $v_{2 n}$. We must therefore estimate the contribution to $E_{0} / N$ from the sum

$$
\begin{equation*}
\sum_{n=k}^{\infty}(-1)^{n}\binom{\frac{1}{2}}{n} v_{2 n} \tag{2.13}
\end{equation*}
$$

when all the moments up to $v_{2 k-2}$ are known explicitly.
In general, the low-frequency expansion of the frequency distribution function $f(x)$ has the form

$$
\begin{equation*}
f(x)=c_{2} x^{2}+c_{4} x^{4}+c_{6} x^{6}+\cdots \tag{2.14}
\end{equation*}
$$

It has then been shown ${ }^{8}$ that the asymptotic behavior of the $\nu_{2 n}$ in the limit of large $n$ is given by

$$
\begin{align*}
v_{2 n} \sim \frac{c_{2}}{2} \frac{\Gamma\left(\frac{3}{2}\right) \Gamma(n+1)}{\Gamma\left(n+\frac{5}{2}\right)}+ & \frac{c_{4}}{2} \frac{\Gamma\left(\frac{5}{2}\right) \Gamma(n+1)}{\Gamma\left(n+\frac{7}{2}\right)} \\
& +\frac{c_{6}}{2} \frac{\Gamma\left(\frac{7}{2}\right) \Gamma(n+1)}{\Gamma(n+9 / 2)}+\cdots . \tag{2.15}
\end{align*}
$$

If this result is substituted into Eq. (2.13), the summations over $n$ can be carried out in closed form, and

[^26]we obtain
\[

$$
\begin{align*}
& \sum_{n=k}^{\infty}(-1)^{n}\binom{\frac{1}{2}}{n} v_{2 n} \sim-\frac{c_{2}}{4(2 k-1)(2 k+1)} \\
&-\frac{c_{4}}{2(2 k-1)(2 k+1)(2 k+3)} \\
&-\frac{15}{8} \frac{c_{6}}{(2 k-1)(2 k+1)(2 k+3)(2 k+5)}-\cdots \tag{2.16}
\end{align*}
$$
\]

Our final expression for the zero-point energy per electron becomes

$$
\begin{aligned}
\frac{E_{0}}{N}= & \frac{3 \hbar \omega_{p}}{2}\left\{\sum_{n=0}^{k-1}(-1)^{n}\binom{\frac{1}{2}}{n} v_{2 n}-\frac{c_{2}}{4(2 k-1)(2 k+1)}\right. \\
& -\frac{c_{4}}{2(2 k-1)(2 k+1)(2 k+3)}
\end{aligned}
$$

$$
\begin{equation*}
\left.-\frac{15}{8} \frac{c_{6}}{(2 k-1)(2 k+1)(2 k+3)(2 k+5)}-\cdots\right\} \tag{2.17}
\end{equation*}
$$

## III. DYNAMICAL MATRIX

We consider a lattice of electrons in a compensating uniform background of positive charge. The equilibrium position of the $l$ th electron relative to an origin at some lattice point is given by the vector

$$
\mathbf{r}^{l}=l_{1} \mathbf{a}_{1}+l_{2} \mathbf{a}_{2}+l_{3} \mathbf{a}_{3}
$$

where the $\left\{l_{i}\right\}$ are integers and $\mathbf{a}_{1}, \mathbf{a}_{2}$, and $\mathbf{a}_{3}$ are the primitive translation vectors of our lattice.

For small displacements of the electrons about their equilibrium positions, the total potential energy of this system can be expanded as

$$
\begin{equation*}
\Phi=\Phi_{0}-\frac{1}{2} \sum_{\substack{l l^{\prime} \\ x y}} \phi_{x y}{ }^{l l^{\prime}} u_{x}^{l} u_{y} l^{\prime}+\cdots, \tag{3.1}
\end{equation*}
$$

where $u_{x}{ }^{l}$ is the $x$ component of displacement of the $l$ th electron, and for central force interactions

$$
\begin{equation*}
\phi_{x y}{ }^{l l^{\prime}}=\left.\left[\partial^{2} \phi(r) / \partial x \partial y\right]\right|_{r=r^{u u^{\prime}}}, \tag{3.2}
\end{equation*}
$$

with

$$
\mathbf{r}^{l l^{\prime}}=\mathbf{r}^{l}-\mathbf{r}^{\mathbf{l}^{\prime}}
$$

Furthermore, since the net force on any electron must vanish in a uniform translation of the lattice, we have the additional condition that

$$
\begin{equation*}
\phi_{x y}^{l l}=-\sum_{l^{\prime}}^{\prime} \phi_{x y}^{l l^{\prime}} \delta_{x y}, \tag{3.3}
\end{equation*}
$$

where the prime on the summation excludes $l=l^{\prime}$. In the present problem

$$
\begin{aligned}
\phi(r) & =\frac{e^{2}}{r}-n e^{2} \int \frac{d^{3} \mathbf{r}^{\prime}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \\
& =\phi^{C}(r)+\phi^{B}(r)
\end{aligned}
$$

where $n$ is the number density of electrons and equals $2 / a_{0}{ }^{3}$ for a bcc lattice in terms of the lattice parameter $a_{0}$, and we find

$$
\begin{align*}
& \left(\phi^{C}\right)_{x y} l^{l \prime}=\frac{e^{2}}{\left(r^{l \prime}\right)^{5}}\left[3 x^{l l^{\prime}} y^{l l^{\prime}}-\left(r^{l l^{\prime}}\right)^{2} \delta_{x y}\right], \quad l \neq l^{\prime}  \tag{3.5a}\\
& \left(\phi^{B}\right)_{x y} l^{l \prime}=-\frac{4}{3} \pi n e^{2} \delta_{x y} \delta_{l l^{\prime}} \tag{3.5b}
\end{align*}
$$

In obtaining Eq. (3.5b) we have used the fact that

$$
\nabla^{2}(1 / r)=-4 \pi \delta(r)
$$

The equations of motion for an electron acting under the potential given in Eq. (3.1) are

$$
\begin{equation*}
-\frac{\partial \Phi}{\partial u_{x}{ }^{l}}=M \ddot{u}_{x}{ }^{l}=\sum_{\substack{l^{\prime} \\ y}} \phi_{x y} l^{\prime} u_{y}^{l^{\prime}}, \quad(x=x, y, z) \tag{3.6}
\end{equation*}
$$

If we assume solutions of the form

$$
\begin{equation*}
u_{x}^{l}(\mathbf{k})=u_{x}^{(0)} \exp \left[i \omega t-i \mathbf{k} \cdot \mathbf{r}^{l}\right] \tag{3.7}
\end{equation*}
$$

Eq. (3.6) becomes

$$
\begin{align*}
-\omega^{2} u_{x}^{(0)}= & \sum_{y}\left\{\frac{1}{M} \sum \phi_{x y} u^{\prime} \exp \left[i \mathbf{k} \cdot\left(\mathbf{r}^{l}-\mathbf{r}^{\prime}\right)\right]\right\} u_{y}^{0} \\
& =-\sum_{y} D_{x y}(\mathbf{k}) u_{y} \tag{3.8}
\end{align*}
$$

where the $D_{x y}(\mathbf{k})$ are obtained from Eqs. (3.8) and (3.5) as

$$
\begin{align*}
D_{x y}(\mathbf{k}) & =\frac{4 \pi n e^{2}}{3 M} \delta_{x y}+\frac{e^{2}}{M} \sum_{l^{\prime}}^{\prime} \\
& \times \frac{\left[3 x^{\left.l l^{\prime} y^{l l^{\prime}}-\left(r^{l l^{\prime}}\right)^{2} \delta_{x y}\right]\left[\delta_{x y}-\exp \left(i \mathbf{k} \cdot \mathbf{r}^{l l^{\prime}}\right)\right]}\right.}{\left(r^{l l^{\prime}}\right)^{5}} \tag{3.9}
\end{align*}
$$

We assume that the displacement components $u_{x}{ }^{l}$ satisfy the Born-von Karman cyclic boundary condition, and this implies that the allowed values of the wave vector $\mathbf{k}$ are uniformly distributed throughout the first Brillouin zone with a density $\Omega /(2 \pi)^{3}$, where $\Omega$ is the normalization volume for our lattice. It is convenient to define new matrix elements $C_{x y}(\mathbf{k})$ such that

$$
\begin{equation*}
C_{x y}(\mathbf{k})=D_{x y}(\mathbf{k})-\frac{1}{3} \omega_{p}{ }^{2} \delta_{x y}, \tag{3.10}
\end{equation*}
$$

where $\omega_{p}$ is the classical plasma frequency,

$$
\omega_{p}^{2}=\left(4 \pi n e^{2}\right) / M
$$

The condition that the set of Eqs. (3.8) has a nontrivial solution is that the determinant of the coefficients vanishes. In the present notation this condition becomes

$$
\begin{equation*}
\left|C-I\left(\omega^{2}-\frac{1}{3} \omega_{p}^{2}\right)\right| \equiv|C-\Omega|=0 \tag{3.11}
\end{equation*}
$$

It is immediately obvious that $\operatorname{Tr} C=0$ for all $\mathbf{k}$, by Laplace's equation, so we obtain the sum rule previously derived by Kohn, ${ }^{10}$

$$
\begin{equation*}
\sum_{j=1}^{3} \omega_{j}^{2}(\mathbf{k})=\omega_{p}^{2} \tag{3.12}
\end{equation*}
$$

## iv. Calculation of the moments of the FREQUENCY DISTRIBUTION FUNCTION

In Sec. II we saw that the zero-point energy of our lattice can be expanded in terms of the even dimensionless moments of the frequency distribution function, and that these moments are related to the traces of powers of the dynamical matrix $\mathbf{D}$ by

$$
\begin{equation*}
u_{2 n}=\frac{1}{3 N \omega_{p}^{2 n}} \operatorname{Tr} \mathbf{D}^{n}=\frac{1}{3 N \omega_{p}^{2 n}} \sum_{j=1}^{3} \sum_{k}\left[D^{n}(\mathbf{k})\right]_{j j} \tag{4.1}
\end{equation*}
$$

In practice, however, it is more convenient to work with the matrix $\mathbf{C}(\mathbf{k})$ defined by Eq. (3.10). We must thus relate the moments $u_{2 n}$ to the traces of powers of $\mathbf{C}(\mathbf{k})$. This we do as follows. We write

$$
\begin{equation*}
\operatorname{Tr} C^{n}=\sum_{j=1}^{3} \sum_{\mathbf{k}} \lambda_{j}{ }^{n}(\mathbf{k}) \tag{4.2}
\end{equation*}
$$

where

$$
\begin{equation*}
\lambda_{j}(\mathbf{k})=\omega_{j}{ }^{2}(\mathbf{k})-\frac{1}{3} \omega_{p}{ }^{2} . \tag{4.3}
\end{equation*}
$$

The determinantal equation (3.11) can be expanded in the form

$$
\begin{equation*}
\lambda^{3}-a \lambda^{2}+b \lambda-c=0, \tag{4.4}
\end{equation*}
$$

where the coefficients $a, b, c$ are functions of $\mathbf{k}$ which are given explicitly by

$$
\begin{align*}
& \begin{array}{l}
a=C_{11}+C_{22}+C_{33}, \\
b=C_{11} C_{22}+C_{22} C_{33}+C_{33} C_{11}-C_{12} C_{21} \\
-C_{23} C_{32}-C_{31} C_{13} \\
c=C_{11} C_{22} C_{33}+2 C_{12} C_{23} C_{31}-C_{11} C_{23} C_{32} \\
\\
-C_{22} C_{31} C_{13}-C_{33} C_{12} C_{21} .
\end{array}
\end{align*}
$$

We now introduce a function $S_{n}(\mathbf{k})$ by the relation

$$
\begin{equation*}
S_{n}(\mathbf{k})=\lambda_{1}{ }^{n}(\mathbf{k})+\lambda_{2}{ }^{n}(\mathbf{k})+\lambda_{3^{n}}(\mathbf{k}), \tag{4.6}
\end{equation*}
$$

where the $\lambda_{j}$ are the three roots of the secular equation for a given value of $\mathbf{k}$. With the aid of known relations ${ }^{11}$ between the sums of powers of the roots of an algebraic equation and the coefficients in the equation, and Eq. (4.4), we find that the functions $S_{n}$ satisfy the following

[^27]recurrence relation:
$$
S_{n}=a S_{n-1}-b S_{n-2}+c S_{n-3}
$$

Thus the first five $S_{n}$ are

$$
\begin{align*}
& S_{0}=3 \\
& S_{1}=a=0 \\
& S_{2}=a^{2}-2 b=-2 b,  \tag{4.7}\\
& S_{3}=a^{3}-3 a b+3 c=3 c, \\
& S_{4}=a^{4}-4 a^{2} b+4 a c+2 b^{2}=2 b^{2},
\end{align*}
$$

where we have used the fact that $a$ vanishes as was indicated at the end of the preceding section. It is the simplification of the expressions for the $S_{n}$ expressed by the second column in Eq. (4.7) which prompted the use of the matrix $\mathbf{C}(\mathbf{k})$. With the aid of Eqs. (4.3) and (4.6), we can write $S_{n}(k)$ as

$$
\begin{aligned}
& S_{n}(\mathbf{k})= \sum_{j=1}^{3}\left(\omega_{j}{ }^{2}-\frac{1}{3} \omega_{p}{ }^{2}\right)^{n} \\
&= \sum_{i}\left\{\omega_{j}^{2 n-n} \omega_{j}^{2 n-2 \frac{1}{3}} \omega_{p}{ }^{2}+\frac{n(n-1)}{2!} \omega_{j}^{2 n-4} \omega^{1} \omega_{p}^{4}\right. \\
&-\frac{n(n-1)(n-2)}{3!} \omega_{j}^{2 n-6} \frac{1}{27} \omega_{p}^{6} \\
&+\frac{n(n-1)(n-2)(n-3)}{4!} \omega_{j}^{2 n-8} \frac{1}{81} \omega_{p}^{8} \\
&-\frac{n(n-1)(n-2)(n-3)(n-4)}{5!} \\
&\left.\quad \times \omega_{j}^{2 n-10} \frac{1}{243} \omega_{p}^{10}+\cdots\right\}
\end{aligned}
$$

and if we now take the average value of $S_{n}$ over all wave vectors $\mathbf{k}$, we obtain

$$
\begin{align*}
\delta_{n}= & \left\langle S_{n}\right\rangle=\frac{1}{3 N} \sum_{\mathbf{k}} \frac{S_{n}(\mathbf{k})}{\omega_{p}^{2 n}} \\
= & u_{2 n}-n-u_{2 n-2}+\frac{n(n-1)}{2!} \frac{1}{3^{2}} u_{2 n-4} \\
& -\frac{n(n-1)(n-2)}{3!} \frac{1}{3^{3}} u_{2 n-6} \\
& +\frac{n(n-1)(n-2)(n-3)}{4!} \frac{1}{3^{4}} u_{2 n-8} \\
& -\frac{n(n-1)(n-2)(n-3)(n-4)}{5!} \frac{1}{3^{5}} u_{2 n-10}+\cdots . \tag{4.8}
\end{align*}
$$

Therefore we can express the even moments $u_{2 n}$ in terms of the $S_{n}$ by simple inversion of the Eqs. (4.8); thus,

$$
\begin{align*}
& u_{0}=\$_{0}, \\
& u_{2}=\frac{1}{3} S_{0}+S_{1}, \\
& u_{4}=\frac{1}{9} S_{0}+\frac{2}{3} S_{1}+S_{2}, \\
& u_{6}=\frac{1}{27} S_{0}+\frac{3}{9} \mathrm{~S}_{1}+\underset{3}{3} \mathrm{~S}_{2}+\mathrm{s}_{3},  \tag{4.9}\\
& u_{3}=\frac{1}{81} \delta_{0}+\frac{4}{27} \delta_{1}+\underset{9}{6} \delta_{2}+\frac{4}{3} \delta_{3}+\delta_{4},
\end{align*}
$$

and so on.
The first nontrivial summation is that for $S_{2}$. From Eqs. (4.8), (4.9), and (3.9), we have

$$
\begin{align*}
& S_{2}=-\frac{2}{3 N \omega_{p}^{4}} \sum_{\mathbf{k}}\left[3 C_{11} C_{22}-3 C_{12} C_{21}\right] \\
&=-\frac{2 \cdot 3 \cdot e^{4}}{3 N \omega_{p}^{4} M^{2}} \sum_{\mathbf{k}} \sum_{r_{l}, r_{m}}^{\prime} \\
& \times \frac{\left[\left(3 x_{l}{ }^{2}-r_{l}{ }^{2}\right)\left(3 y_{m}{ }^{2}-r_{m}{ }^{2}\right)-9 x_{l} y x_{m} y_{m}\right]}{r_{l}{ }^{5} r_{m}{ }^{5}} \\
& \quad \times \exp \left(i \mathbf{k} \cdot \mathbf{r}^{l}+\mathbf{r}^{m}\right) . \tag{4.10}
\end{align*}
$$

We first perform the summation over all wave vectors and use the result that

$$
\begin{equation*}
\sum_{\mathbf{k}} \exp (i \mathbf{k} \cdot \mathbf{r})=N \delta_{\mathbf{r}, 0} ; \tag{4.11}
\end{equation*}
$$

thus the number of summations over the lattice vectors is reduced by unity, and we obtain the simple sum

$$
\begin{equation*}
\delta_{2}=-\frac{2 e^{4}}{\omega_{p}^{4} M^{2}} \sum_{\mathbf{r l}_{l}}\left(-\frac{1}{r_{l}^{6}}\right) \tag{4.12}
\end{equation*}
$$

This sum is tabulated by Misra ${ }^{12}$ and Ingham and Jones ${ }^{13}$ and has the value $0.45383\left(2 / a_{0}\right)^{6}$ for the bcc lattice; therefore,

$$
\begin{equation*}
S_{2}=0.091965 . \tag{4.13}
\end{equation*}
$$

The succeeding $\delta_{n}$ become increasingly difficult to evaluate: $\mathcal{S}_{3}$ involves a double sum over all lattice vectors and $\delta_{4}$ a triple sum, after the summation over wave vectors has been carried out (see Appendix B).

The values we obtain for the $S_{n}$ are

$$
\begin{equation*}
\delta_{3}=7.3542 \times 10^{-3}, \quad \delta_{4}=1.6630 \times 10^{-3} \tag{4.14}
\end{equation*}
$$

The values of the $u_{2 n}$ and the $v_{2 n}$ defined in Eqs. (4.9)

[^28]and (2.11), respectively, become
\[

$$
\begin{array}{ll}
u_{0}=1.000000 & v_{0}=1.000000 \\
u_{2}=0.333333 & v_{2}=0.666667 \\
u_{4}=0.203076 & v_{4}=0.536409  \tag{4.15}\\
u_{6}=0.136356 & v_{6}=0.472872 \\
u_{8}=0.109816 & v_{8}=0.449514
\end{array}
$$
\]

We substitute these values of the $v_{2 n}$ into Eq. (2.12) and obtain the contribution to the zero-point energy per electron from the first five moments:

$$
\begin{equation*}
E_{0} / N=\frac{3}{2} \hbar \omega_{p}(0.552503) \tag{4.16}
\end{equation*}
$$

The contribution to $E_{0} / N$ from the remaining terms in the expansion is given by Eq. (2.16), viz.,

$$
\begin{align*}
\frac{\Delta E_{0}}{N}= & \frac{3 \hbar \omega_{p}}{2}\left\{-\frac{1}{4(2 k-1)(2 k+1)}\right. \\
& -\frac{1}{2} \frac{c_{2}}{(2 k-1)(2 k+1)(2 k+3)} \\
& \left.-\frac{c_{4}}{8} \frac{c_{6}}{(2 k-1)(2 k+1)(2 k+3)(2 k+5)}\right\} \tag{4.17}
\end{align*}
$$

Values of $c_{2}$ and $c_{4}$ were obtained by substituting the values given in Eq. (4.15) for $v_{6}$ and $v_{8}$ into Eq. (2.15), and we find that

$$
\begin{equation*}
c_{2}=27.892, \quad c_{4}=-68.136 \tag{4.18}
\end{equation*}
$$

The extrapolated value of the zero-point energy is

$$
\begin{equation*}
E_{0} / N=\frac{3}{2} \hbar \omega_{p}(0.5085)=2.642 / r_{s}{ }^{\frac{1}{2}} \mathrm{ry} \tag{4.19}
\end{equation*}
$$

A more accurate value of $c_{2}$ is calculated in Appendix C:

$$
\begin{equation*}
c_{2}=29.984 \tag{4.20}
\end{equation*}
$$

With this result and the values of $v_{6}$ and $v_{8}$ given by Eq. (4.15), we find for the coefficients $c_{4}$ and $c_{6}$ the values

$$
\begin{equation*}
c_{4}=-86.264, \quad c_{6}=27.192 \tag{4.21}
\end{equation*}
$$

The extrapolated value of $E_{0} / N$ obtained using these $c_{2 n}$ is

$$
\begin{equation*}
E_{0} / N=\frac{3}{2} \hbar \omega_{p}(0.5077)=2.638 / r_{g}^{\frac{4}{2}} \mathrm{ry} \tag{4.22}
\end{equation*}
$$

These results are in good agreement with Carr's result, $2.66 / r_{s}{ }^{\frac{1}{2}}$ ry.

## V. STABILITY OF THE ELECTRON LATTICE

The success of Lindemann's melting formula ${ }^{14}$ when applied to ordinary solids led us to use the formula to find a criterion for the stability of the electron lattice. Lindemann stated that melting occurs when the mean amplitude of vibration of a particle about its lattice position is greater than some fraction $\delta$ of the inter-

[^29]particle spacing. The mean amplitude of vibration is determined as follows.
We expand the $\alpha$ component of the displacement of the $l$ th electron in terms of the normal coordinates of the lattice
\[

$$
\begin{equation*}
u_{\alpha}^{l}=\frac{1}{(N M)^{\frac{1}{k}, j}} \sum_{j} Q_{j}(\mathbf{k}) e_{\alpha}^{j}(\mathbf{k}) \exp \left(i \mathbf{k} \cdot \mathbf{r}^{i}\right), \tag{5.1}
\end{equation*}
$$

\]

where the $\left\{e_{\alpha}{ }^{i}(\mathbf{k})\right\}$ are the components of the eigenvectors of the matrix $\left[D_{x y}(\mathbf{k})\right]$. Since every lattice point is equivalent to every other one when the cyclic boundary condition is assumed, and since the displacement components are real, we have the identity

$$
\begin{align*}
\left\langle\left(u^{l}\right)^{2}\right\rangle & =\frac{1}{N} \sum_{\alpha, l} u_{\alpha}^{l}\left(u_{\alpha}^{l}\right)^{*} \\
& =\sum_{\alpha} \frac{1}{N M} \sum_{\mathbf{k}, j, j^{\prime}} Q_{j}(\mathbf{k}) Q_{j^{\prime}} *(\mathbf{k}) e_{\alpha}^{* i^{\prime}}(\mathbf{k}) e_{\alpha}^{j}(\mathbf{k}), \tag{5.2}
\end{align*}
$$

so that

$$
\begin{equation*}
\left\langle u^{2}\right\rangle=\frac{1}{N M} \sum_{\mathbf{k}, j} Q_{j}(\mathbf{k}) Q_{j}^{*}(\mathbf{k}) . \tag{5.3}
\end{equation*}
$$

In evaluating the thermal average of $\left\langle u^{2}\right\rangle$, we thus require the thermal average of $Q_{j}(\mathbf{k}) Q_{j}{ }^{*}(\mathbf{k})$. This is the well-known expression
$\left\langle Q_{j}(\mathbf{k}) Q_{j}{ }^{*}(\mathbf{k})\right\rangle_{\text {th }}=\left[\hbar / 2 \omega_{j}(\mathbf{k})\right] \operatorname{coth}\left[\hbar \omega_{j}(\mathbf{k}) / 2 k T\right]$,
and the mean square displacement at temperature $T$ is therefore given by

$$
\begin{equation*}
\left\langle u^{2}\right\rangle_{\mathrm{av}}=\frac{1}{N M} \frac{\hbar}{2} \sum_{\mathrm{k}, j} \frac{1}{\omega_{j}(\mathbf{k})} \operatorname{coth} \frac{\hbar \omega_{j}(\mathbf{k})}{2 k T} . \tag{5.5}
\end{equation*}
$$

In terms of the frequency distribution function this result becomes

$$
\begin{equation*}
\left\langle u^{2}\right\rangle_{\mathrm{av}}=\frac{3 \hbar}{2 M} \int_{0}^{\omega_{p}} \frac{g(\omega)}{\omega} \operatorname{coth}\left(\frac{\hbar \omega}{2 k T}\right) d \omega . \tag{5.6}
\end{equation*}
$$

In the limit as $T \rightarrow 0$, we obtain

$$
\begin{align*}
\left\langle u^{2}\right\rangle_{\mathrm{av}} & =\frac{3 \hbar}{2 M} \int_{0}^{\omega_{p}} \frac{g(\omega)}{\omega} d \omega \\
& =\frac{3 \hbar}{2 M \omega_{p}} u_{-1}  \tag{5.7a}\\
& =\frac{3 \hbar}{2 M \omega_{p}}\left[v_{0}+\frac{1}{2} v_{2}+\frac{3}{8} v_{4}+\frac{5}{16} v_{6}+\frac{35}{128} v_{8}+\cdots\right] . \tag{5.7b}
\end{align*}
$$

Lindemann's criterion can be stated as

$$
\begin{equation*}
\left\langle u^{2}\right\rangle_{\mathrm{av}} \text { critical }=\delta^{2} r_{0}{ }^{2}, \tag{5.8}
\end{equation*}
$$

where $r_{0}$ is the mean particle spacing. For the bcc lattice $r_{0}$ is $\sqrt{3} a_{0} / 2$. On using the values of $v_{2 n}$ given in Eq. (4.15), we obtain the critical value of $r_{s}$,

$$
\begin{align*}
r_{s} & =0.4054 \delta^{-4} \\
& =6.4857 \quad \text { for } \delta=\frac{1}{2},  \tag{5.9}\\
& =103.771 \quad \text { for } \delta=\frac{1}{4} .
\end{align*}
$$

Correction terms to the expansion in Eq. (5.7) in terms of $c_{2}, c_{4}, \cdots$ can be obtained in just the same way as was used in Sec. II. However, in view of the arbitrariness in the choice of $\delta$, a higher degree of accuracy than is represented by Eq. (5.7) seemed pointless.

The value $r_{s} \sim 20$ given by Nozières and Pines ${ }^{15}$ for $\delta=\frac{1}{4}$ is calculated on the assumption that only longitudinal plasmons can contribute to the lattice vibrations, and certainly is an overestimate of the stability of the lattice, as they expect. However, the real problem in this calculation is the choice of a reasonable value for $\delta$.

Finally, the fact that the electrons in a compensating uniform background of positive charge crystallize into a lattice at some critical value of the number density suggests that in the absence of detailed knowledge regarding the nature of this phase transition, the extrapolation of the low density result for the correlation energy to the region of metallic densities, at least by any simple procedure, is likely to be in error.

## APPENDIX A

In order to make this paper self-contained, we present an "elementary" calculation of the potential energy of an electron lattice for each of the three primitive cubiclattice structures. It is elementary in that Ewald's generalized theta-function transformation ${ }^{16}$ is not employed.
For each of the lattice structures the potential energy of interaction of a single electron with all other electrons and with the uniform background of positive charge is given by

$$
\begin{equation*}
U=U_{1}+U_{2}, \tag{A1}
\end{equation*}
$$

where

$$
\begin{align*}
& U_{1}=e^{2} \sum_{l}^{\prime} \frac{1}{\left(x_{i}^{2}+y_{l}^{2}+z_{l}^{2}\right)^{\frac{1}{2}}}  \tag{A2}\\
& U_{2}=-n e^{2} \iiint \frac{d x d y d z}{\left(x^{2}+y^{2}+z^{2}\right)^{\frac{1}{2}}} \tag{A3}
\end{align*}
$$

The prime on the summation in Eq. (A2) means that the point $x_{l}=y_{l}=z_{l}=0$ is excluded. $n$ is the number density of electrons, and $\Omega$ is the normalization volume for our lattices.

We consider the sum $U_{1}$ first. The vector $\mathrm{x}_{l}=\left(x_{l}, y_{l}, z_{l}\right)$ takes the following forms for the three primitive cubic

[^30]lattices:
sc: $\quad \mathbf{x}_{l}=a_{0}\left(l_{1}, l_{2}, l_{3}\right) \quad l_{1}, l_{2}, l_{3}$ unrestricted integers,
fcc: $\quad \mathbf{x}_{l}=\left(a_{0} / 2\right)\left(l_{1}, l_{2}, l_{3}\right)$
\[

$$
\begin{equation*}
l_{1}+l_{2}+l_{3}=\text { even integers }, \tag{A4}
\end{equation*}
$$

\]

bcc: $\quad \mathbf{x}_{l}=\left(a_{0} / 2\right)\left(l_{1}, l_{2}, l_{3}\right) \quad l_{1}, l_{2}, l_{3}$ all even or all odd.
With the aid of the relation

$$
\begin{equation*}
\frac{1}{z^{k}}=\frac{1}{\Gamma(k)} \int_{0}^{\infty} t^{k-1} e^{-z t} d t \tag{A5}
\end{equation*}
$$

we rewrite Eq. (A2) as

$$
\begin{equation*}
U_{1}=\frac{\zeta}{\pi^{\frac{1}{2}}} \frac{e^{2}}{a_{0}} \sum_{l_{1} l_{2} l_{3}}^{\prime} \int_{0}^{\infty} t^{-\frac{1}{2}} \exp \left[-\left(l_{1}{ }^{2}+l_{2}{ }^{2}+l_{3}{ }^{2}\right) t\right] d t \tag{A6}
\end{equation*}
$$

where $\zeta$ is 1 for the sc lattice and 2 for the fcc and bcc lattices. We now break up the range of integration into two parts $(0, \epsilon)$ and $(\epsilon, \infty)$, where the choice of $\epsilon$ will be deferred to a later point in the calculations. Thus we define

$$
\begin{align*}
& U_{11}=\frac{\zeta e^{2}}{\pi^{\frac{1}{2}}} \sum_{a_{0}} \sum_{1_{2} l_{3}}^{\prime} \int^{\infty} t^{-\frac{1}{2}} \exp \left[-\left(l_{1}{ }^{2}+l_{2}{ }^{2}+l_{3}{ }^{2}\right) t\right] d t  \tag{A7}\\
& U_{12}=\frac{\zeta}{\pi^{\frac{1}{2}} \frac{e^{2}}{a_{0}} \sum_{l_{1} l_{2} l_{3}}^{\prime} \int_{0}^{\epsilon} t^{-\frac{3}{3}} \exp \left[-\left(l_{1}{ }^{2}+l_{2}{ }^{2}+l_{3}{ }^{2}\right) t\right] d t} \tag{A8}
\end{align*}
$$

In terms of the auxiliary integrals ${ }^{12}$

$$
\begin{equation*}
\phi_{m}(x)=\int_{1}^{\infty} t^{m} e^{-x t} d t \tag{A9}
\end{equation*}
$$

Eq. (A7) can be written as

$$
\begin{equation*}
U_{11}=\zeta\left(\frac{\epsilon}{\pi}\right)^{\frac{1}{2}} \frac{e^{2}}{a_{0}} \sum_{l_{1} l_{2} l_{8}}^{\prime} \phi_{-\frac{-}{2}\left[\epsilon\left(l_{1}^{2}+l_{2}^{2}+l_{3}^{2}\right)\right] .} \tag{A10}
\end{equation*}
$$

In the sum $U_{12}$ we interchange the order of summation and integration and remove the restriction on the sum to obtain

$$
\begin{align*}
U_{12} & =\frac{\zeta}{\pi^{\frac{3}{2}}} \frac{e^{2}}{a_{0}} \int_{0}^{\epsilon} t^{-\frac{1}{2}}\left(\sum_{l_{1} l_{2} l_{3}} \exp \left[-\left(l_{1}^{2}+l_{2}^{2}+l_{3}^{2}\right) t\right]-1\right\} d t \\
& =\frac{\zeta}{\pi^{\frac{1}{2}}} \frac{e^{2}}{a_{0}} \int_{0}^{\epsilon} t^{-\frac{1}{2}} \sigma(t) d t-2 \zeta\left(\frac{\epsilon}{\pi}\right)^{\frac{t}{t}} \frac{e^{2}}{a_{0}}, \tag{A11}
\end{align*}
$$

where we have put

$$
\begin{equation*}
\sigma(t)=\sum_{l_{12} l_{2} l_{3}} \exp \left[-\left(l_{1}^{2}+l_{2}^{2}+l_{3}^{2}\right) t\right] . \tag{A12}
\end{equation*}
$$

For the three lattice types, $\sigma(t)$ takes the following forms ${ }^{12}$ :
sc: $\quad \sigma(t)=\sum_{l_{1} l_{2} l_{3}} \exp \left[-\left(l_{1}{ }^{2}+l_{2}{ }^{2}+l_{3}{ }^{2}\right) t\right]=\left\{\sum_{l=-\infty}^{\infty} \exp \left(-l^{2} t\right)\right\}^{3}$,
fcc: $\quad \sigma(t)=\sum_{\substack{l, l l_{2} \\ l_{1}+l_{2}+l_{l} \text { even }}} \exp \left[-\left(l_{1}^{2}+l_{2}^{2}+l_{3}^{2}\right) t\right]=\left\{\sum_{l=-\infty}^{\infty} \exp \left(-4 l^{2} t\right)\right\}^{3}+3 \sum_{l=-\infty}^{\infty} \exp \left(-4 l^{2} t\right)\left\{\sum_{l=-\infty}^{\infty} \exp \left[-4\left(l-\frac{1}{2}\right)^{2} t\right]\right\}^{2},($ A13b $)$
bcc: $\sigma(t)=\sum_{\substack{l, l l_{8} \\ \text { all even, all odd }}} \exp \left[-\left(l_{1}{ }^{2}+l_{2}{ }^{2}+l_{3}^{2}\right) t\right]=\left\{\sum_{l=-\infty}^{\infty} \exp \left(-4 l^{2} t\right)\right\}^{3}+\left\{\sum_{l=-\infty}^{\infty} \exp \left[-4\left(l-\frac{1}{2}\right)^{2} t\right]\right\}^{3}$.
However, we employ the following transformations ${ }^{17}$ :

$$
\begin{gather*}
\sum_{l=-\infty}^{\infty} \exp \left(-l^{2} t\right)=\left(\frac{\pi}{t}\right)^{\frac{3}{2}} \sum_{l=-\infty}^{\infty} \exp \left(-\frac{\pi^{2}}{t} l^{2}\right)  \tag{A14a}\\
\sum_{l=-\infty}^{\infty} \exp \left[-4\left(l-\frac{1}{2}\right)^{2} t\right]=\frac{1}{2}\left(\frac{\pi}{l}\right)^{\frac{1}{2}} \sum_{l=-\infty}^{\infty}(-1)^{l} \exp \left(-\frac{\pi^{2}}{4 t} l^{2}\right) \tag{A14b}
\end{gather*}
$$

and the auxiliary integrals $\phi_{n}(x)$ to rewrite $U_{12}$ as

$$
\begin{align*}
& \mathrm{sc}: \quad U_{12}=-2\left(\frac{\epsilon}{\pi}\right)^{\frac{1}{2}} \frac{e^{2}}{a_{0}}+\frac{\pi}{\epsilon} \frac{e^{2}}{a_{0}} \sum_{l_{12} l_{3}}^{\prime} \phi_{0}\left[\frac{\pi^{2}}{\epsilon}\left(l_{1}^{2}+l_{2}{ }^{2}+l_{3}^{2}\right)\right]+\pi e_{a_{0}}^{e^{2}} \int_{0}^{\epsilon} \frac{d t}{t^{2}},  \tag{A15a}\\
& \text { fcc: } \quad U_{12}=-4\left(\frac{\epsilon}{\pi}\right)^{\frac{3}{3}} \frac{e^{2}}{a_{0}}+2-\frac{\pi}{\epsilon} \frac{e^{2}}{a_{0}}\left[4 \phi_{0}\left(\frac{3 \pi^{2}}{4 \epsilon}\right)+3 \phi_{0}\left(\frac{\pi^{2}}{\epsilon}\right)+6 \phi_{0}\left(\frac{2 \pi^{2}}{\epsilon}\right)+\cdots\right]+\pi \frac{e^{2}}{a_{0}} \int_{0}^{\epsilon} \frac{d t}{t^{2}},  \tag{A15b}\\
& \text { bcc: } \quad U_{12}=-4\left(\frac{\epsilon}{\pi}\right)^{\frac{1}{2}} \frac{e^{2}}{a_{0}}+\frac{3 \pi}{\epsilon} \frac{e^{2}}{a_{0}}\left[2 \phi_{0}\left(\frac{\pi^{2}}{2 \epsilon}\right)+\phi_{0}\left(\frac{\pi^{2}}{\epsilon}\right)+4 \phi_{0}\left(\frac{3 \pi^{2}}{\epsilon}\right)+2 \phi_{0}\left(\frac{2 \pi^{2}}{\epsilon}\right)+\cdots\right]+\frac{1}{2} \frac{e^{2}}{a_{0}} \int_{0}^{\epsilon} \frac{d t}{t^{2}} . \tag{A15c}
\end{align*}
$$

[^31]The parameter $\epsilon$ is now chosen so as to ensure equal rates of convergence in the two sums $U_{11}$ and $U_{12}$. Since for large $x$

$$
\phi_{m}(x) \sim\left(e^{-x} / x\right)
$$

in the present case the following choices were made:

$$
\begin{equation*}
\epsilon_{\mathrm{sc}}=\pi ; \quad \epsilon_{\mathrm{fec}}=\pi / 2 ; \quad \epsilon_{\mathrm{bec}}=\pi / 2 \tag{A16}
\end{equation*}
$$

We now turn to the energy $U_{2}$. The number density $n$ in each of the three cases is

$$
\begin{align*}
\mathrm{sc}: & n=1 / a_{0}{ }^{3}, \\
\mathrm{fcc}: & n=4 / a_{0}{ }^{3},  \tag{A17}\\
\mathrm{bcc}: & n=2 / a_{0}{ }^{3} .
\end{align*}
$$

We must evaluate $U_{2}$ in the same representation that we used for $U_{1}$ in order that the divergence which occurs in the evaluation of $U_{12}$, Eq. (A15), be canceled by a corresponding divergence in $U_{1}$, as is required by the charge neutrality of our system. To this end we make
a change of variables,

$$
\begin{equation*}
x_{j}=\left(a_{0} / \zeta\right) u_{j} \tag{A18}
\end{equation*}
$$

and rewrite Eq. (A.3) as

$$
\begin{aligned}
U_{2} & =-n e^{2}\left(\frac{a_{0}}{\zeta}\right)^{2} \iiint \frac{d u d v d w}{\left(u^{2}+v^{2}+w^{2}\right)^{\frac{1}{2}}} \\
& =-\frac{n e^{2}}{\pi^{\frac{3}{3}}}\left(\frac{a_{0}}{\zeta}\right)^{2} \iiint \int_{0}^{\infty} t^{-\frac{3}{3}}
\end{aligned}
$$

$\times \exp \left[-\left(u^{2}+v^{2}+w^{2}\right) t\right] d t d u d v d w$.
Having made this transformation we now extend the limits of the integrals over $u, v, w$ to $\pm \infty$. We interchange the order of integration and find

$$
\begin{equation*}
U_{2}=-n e^{2} \pi\left(\frac{a_{0}}{\zeta}\right)^{2} \int_{0}^{\infty} \frac{d t}{t^{2}} \tag{A19}
\end{equation*}
$$

Combining $U_{11}, U_{12}$, and $U_{2}$, and substituting the values of $\zeta$ and $\epsilon$ which are given by Eq. (A16), we obtain

$$
\begin{align*}
& U_{\mathrm{Bc}}=\frac{e^{2}}{a_{0}}\left[6 \phi_{-\frac{1}{2}}(\pi)+12 \phi_{-\frac{1}{2}}(2 \pi)+8 \phi_{-\frac{3}{2}}(3 \pi)+6 \phi_{-\frac{1}{2}}(4 \pi)+\cdots\right] \\
& +\frac{e^{2}}{a_{0}}\left[6 \phi_{0}(\pi)+12 \phi_{0}(2 \pi)+8 \phi_{0}(3 \pi)+6 \phi_{0}(4 \pi)+\cdots\right]-3 \frac{e^{2}}{a_{0}}, \tag{A20a}
\end{align*}
$$

$$
\begin{align*}
& +4-\stackrel{e^{2}}{a_{0}}\left[4 \phi_{0}(3 \pi / 2)+3 \phi_{0}(2 \pi)+6 \phi_{0}(4 \pi)+\cdots\right]-2(1+\sqrt{2}) \frac{e^{2}}{a_{0}},  \tag{A20b}\\
& U_{\mathrm{bcc}}=\sqrt{2}-e_{a_{0}}^{a_{0}}\left[8 \phi_{-\frac{1}{3}}(3 \pi / 2)+6 \phi_{-\frac{1}{2}}(2 \pi)+12 \phi_{-\frac{1}{3}}(4 \pi)+\cdots\right] \\
& +6-\frac{e^{2}}{a_{0}}\left[2 \phi_{0}(\pi)+\phi_{0}(2 \pi)+4 \phi_{0}(3 \pi)+2 \phi_{0}(4 \pi)+\cdots\right]-(2 \sqrt{2}+1) \frac{e^{2}}{a_{0}} . \tag{A20c}
\end{align*}
$$

Tables of $\phi_{n}(x)$ have been prepared by Misra ${ }^{12}$ and by Born and Misra. ${ }^{18}$ With the aid of these the sums are readily evaluated, and we finally obtain

$$
\begin{gather*}
U_{\mathrm{sc}}=-\left(2 e^{2} / a_{0}\right)(1.4186488) \\
=-2(1.7601188)\left(1 / r_{s}\right) \mathrm{ry} \\
U_{\mathrm{fcc}}=-\left(2 e^{2} / a_{0}\right)(2.2924378) \\
=-2(1.791753)\left(1 / r_{s}\right) \mathrm{ry}  \tag{A21}\\
\begin{aligned}
U_{\mathrm{bco}}= & -\left(2 e^{2} / a_{0}\right)(1.819620) \\
& =-2(1.791860)\left(1 / r_{s}\right) \mathrm{ry}
\end{aligned}
\end{gather*}
$$

These values represent the interaction energy of each electron with its surroundings. The potential energy per electron is half of this interaction energy.

[^32]
## APPENDIX B

From Eqs. (4.5), (4.7), (4.8), and (3.9), we have

$$
\begin{align*}
S_{3}= & \frac{1}{3 N} \sum_{\mathbf{k}} \frac{3 c}{\omega_{p}{ }^{6}} \\
= & \frac{1}{N \omega_{p}{ }^{8}} \sum_{\mathbf{k}}\left[C_{11} C_{22} C_{33}+2 C_{12} C_{23} C_{31}-3 C_{11} C_{23}{ }^{2}\right] \\
= & -\frac{e^{6}}{N M^{3}} \frac{N}{\omega_{p}{ }^{6}} \sum_{r l, \mathrm{r}_{m, r_{n}}}^{\prime}\left[\left(3 x_{l}{ }^{2}-r_{l}^{2}\right)\left(3 y_{m}^{2}-r_{m}^{2}\right)\left(3 z_{n}^{2}-r_{n}^{2}\right)\right. \\
& \left.+2 \cdot 3^{8} x_{l} y_{l} y_{m} z_{m} z_{n} x_{n}-3^{8}\left(3 x_{l}^{2}-r_{l}^{2}\right) y_{m} z_{m} y_{n} z_{n}\right] \\
= & \left(e^{6} / M^{3} \omega_{p}{ }^{6}\right)\left(2 / a_{0}\right)^{9} \sum \quad \times \frac{1}{r_{l}^{5} r_{m}^{6} r_{n}^{5}} \delta_{\mathrm{r}}+\mathrm{r}_{m}+\mathrm{r}_{n}, 0 \\
= & \sum / \pi^{3}, \tag{B1}
\end{align*}
$$

where $\sum$ is the sum in Eq. (B1) evaluated for the values of $\mathbf{n}_{\boldsymbol{i}}$ from (3) ${ }^{\frac{1}{2}}$ to (27) ${ }^{\frac{1}{2}}$, and for $\mathbf{n}_{m}$ from (3) ${ }^{\frac{1}{2}}$ to (20) ${ }^{\frac{1}{2}}$; $\mathbf{n}_{j}$ is a vector with integer components which are all even or all odd [see Appendix A, Eq. (A4)]. We obtain the value

$$
\Sigma=228.02 \times 10^{-3} .
$$

Hence

$$
\begin{equation*}
S_{3}=7.3542 \times 10^{-3} . \tag{B2}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\delta_{4}=\frac{2}{3 N \omega_{p}^{8}} \sum_{k} b^{2}, \tag{B3}
\end{equation*}
$$

where

$$
\begin{aligned}
& \sum_{\mathbf{k}} b^{2}=3\left(\frac{e^{2}}{M}\right)^{4} N \sum_{\mathbf{r}, \mathrm{r}_{m}, r_{n}, \mathrm{r}_{p}}^{\prime}\left\{\left(3 x_{l}{ }^{2}-r_{l}{ }^{2}\right)\left(3 x_{m}{ }^{2}-r_{m}{ }^{2}\right)\right. \\
& \times\left(3 y_{n}{ }^{2}-r_{n}{ }^{2}\right)\left(3 y_{p}{ }^{2}-r_{p}{ }^{2}\right)+2\left(3 x_{l}{ }^{2}-r_{l}{ }^{2}\right) \\
& \times\left(3 y_{m}{ }^{2}-r_{m}{ }^{2}\right)\left(3 y_{n}{ }^{2}-r_{n}{ }^{2}\right)\left(3 z_{p}{ }^{2}-r_{p}{ }^{2}\right) \\
& +3^{2}\left[3^{2} x_{i} y_{l} x_{m} y_{m}-2\left(3 x_{l}{ }^{2}-r_{l}{ }^{2}\right)\left(3 y_{m}{ }^{2}-r_{m}{ }^{2}\right)\right] \\
& \left.\times\left[x_{n} y_{n} x_{p} y_{p}+y_{n} z_{n} y_{p} z_{p}+z_{n} x_{n} z_{p} x_{p}\right]\right\} \\
& \times \delta_{\mathrm{r}_{l}+\mathrm{r}_{m}+\mathrm{r}_{n}+\mathrm{r}_{p} 0} 0 / r_{l}{ }^{5} \boldsymbol{r}_{m}{ }^{5} \boldsymbol{r}_{n}{ }^{5} \boldsymbol{r}_{p}{ }^{5} \\
& =3\left(e^{2} / M\right)^{4} N\left(2 / a_{0}\right)^{12} \cdot \sum,
\end{aligned}
$$

where, in this case,

$$
\Sigma=\sum_{n l^{2}=3}^{8} \sum_{n m^{2}=3}^{8} \sum_{n_{p}^{2}=3}^{8}=80.998 \times 10^{-3} .
$$

Therefore, we obtain

$$
\begin{align*}
\mathcal{S}_{4} & =\left(2 / \pi^{4}\right) \sum \\
& =1.663 \times 10^{-3} . \tag{B4}
\end{align*}
$$

## APPENDIX C

We have remarked in Sec. II that it is a general result for three-dimensional lattices that the lowfrequency expansion of the frequency distribution function $f(x)$ has the form

$$
\begin{equation*}
f(x) \sim c_{2} x^{2}+c_{4} x^{4}+c_{6} x^{6}+\cdots . \tag{C1}
\end{equation*}
$$

Here we obtain an accurate value of the coefficient $c_{2}$ for our model.
We begin by writing down the small $\mathbf{k}$ expansions of the elements $D_{x y}(\mathbf{k})$ of the $3 \times 3$ dynamical matrix
defined by Eq. (3.9) ${ }^{19}$ :
$D_{x y}(\mathbf{k})=\frac{1}{3} \omega_{p}^{2} \delta_{x y}-\frac{e^{2}}{M} \sum_{l}^{\prime} \frac{3 x_{l} y_{l}-r_{l} \delta^{2} \delta_{x v}}{r_{l}^{5}} e^{i \mathbf{k} \cdot r_{l}}$,
$D_{x x}(\mathbf{k}) \underset{|\mathbf{k}| \rightarrow 0}{\rightarrow} \omega_{p} \frac{k_{x}{ }^{2}}{k^{2}}-\omega_{p}{ }^{2} \frac{a_{0}{ }^{2} k^{2}}{16 \pi}\left[0.849+0.637 \frac{k_{x}{ }^{2}}{k^{2}}\right.$

$$
\begin{equation*}
\left.-1.591 \frac{k_{y}{ }^{2}+k_{z}{ }^{2}}{k^{2}}\right], \tag{C2}
\end{equation*}
$$

$D_{x y}(\mathbf{k}) \underset{|\mathbf{x}| \rightarrow 0}{\rightarrow} \omega_{p}^{{ }^{2}} \frac{k_{z} k_{y}}{k^{2}}-\omega_{p}{ }^{2} \frac{a_{0}{ }^{2} k^{2}}{16 \pi}\left[0.942 \frac{k_{x} k_{y}}{k^{2}}\right]$.
The secular equation has been solved along six directions in k space, viz., the [100], [110](%5B), [111], [210](%5B), [211](%5B), [221](%5B) directions. The results are as follows $\left(x=\omega / \omega_{p}, \gamma=a_{0}{ }^{2} / 16 \pi\right):$
[100]:

$$
\begin{align*}
x^{2} & =\gamma(0.742) k^{2} \quad \text { (twice) } \\
& =1-\gamma(1.486) k^{2} ; \tag{C3a}
\end{align*}
$$

$$
\begin{align*}
x^{2} & =\gamma(0.742) k^{2} \\
& =\gamma(0.099) k^{2} \\
& =1-\gamma(0.843) k^{2} ; \tag{C3b}
\end{align*}
$$
\]

[111]: $\quad x^{2}=\gamma(0.313) k^{2} \quad$ (twice)

$$
\begin{equation*}
=1-\gamma(0.629) k^{2} ; \tag{C3c}
\end{equation*}
$$

x^{2}=\gamma(0.742) k^{2}
\]

$$
=\gamma(0.363) k^{2}
$$

$$
\begin{equation*}
=1-\gamma(1.107) k^{2} ; \tag{C3d}
\end{equation*}
$$

$$
\begin{align*}
x^{2} & =\gamma(0.528) k^{2} \\
& =\gamma(0.351) k^{2} \\
& =1-\gamma(0.880) k^{2} ; \tag{C3e}
\end{align*}
$$
\]

$$
\begin{align*}
x^{2} & =\gamma(0.528) k^{2} \\
& =\gamma(0.170) k^{2} \\
& =1-\gamma(0.700) k^{2} . \tag{C3f}
\end{align*}
$$
\]

Only the two acoustic branches contribute to the lowfrequency end of the frequency spectrum. The dispersion relations for these two branches can clearly be written as

$$
\begin{equation*}
\omega^{2}=\omega_{p}^{2}{ }_{16 \pi}^{\frac{a_{0}^{2}}{16}} C_{j}(\theta, \phi) k^{2} \quad(j=1,2) . \tag{C4}
\end{equation*}
$$

It is well known ${ }^{20}$ that the distribution function for the squares of the normal mode frequencies in a given branch is given by

$$
\begin{equation*}
G_{j}\left(\omega^{2}\right)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \exp \left(-i \alpha \omega^{2}\right) f_{j}(\alpha) d \alpha, \tag{C5}
\end{equation*}
$$

[^33]where
\[

$$
\begin{align*}
f_{j}(\alpha) & =E\left\{\exp \left(i \alpha \omega_{j}^{2}\right)\right\} \\
& =\frac{1}{3 N} \sum_{\mathbf{k}} e^{i \alpha \omega_{j}^{2}(\mathbf{k})} \\
& =\frac{1}{3 N} \frac{\Omega}{(2 \pi)^{3}} \iiint e^{i \alpha \omega j^{2}(\mathbf{k})} d^{3} \mathbf{k} . \tag{C6}
\end{align*}
$$
\]

The integration in Eq. (C6) is carried out throughout the first Brillouin zone. The normalization volume $\Omega$ is given by

$$
\begin{equation*}
\Omega=N\left(a_{0}^{3} / 2\right) \tag{C7}
\end{equation*}
$$

The small $\omega^{2}$ behavior of $G_{j}\left(\omega^{2}\right)$ is determined by the large $|\alpha|$ behavior of $f_{j}(\alpha)$. If we substitute Eq. (C4) into Eq. (C6), we can extend the integration throughout all space with little error, since there is only one minimum in each Brillouin zone, to find the leading term in the large $|\boldsymbol{\alpha}|$ expansion of $f_{j}(\alpha)$ :

$$
\begin{align*}
f_{j}(\alpha) & \sim \frac{a_{0}^{3}}{6(2 \pi)^{3}} \int_{0}^{\infty} \int_{0}^{\pi} \int_{0}^{2 \pi} \exp \left[i \alpha \omega_{p}^{2} \frac{a_{0}^{2}}{16 \pi} C_{j}(\theta, \phi) k^{2}\right] \\
& =-\frac{\sqrt{2} I_{j}}{6 \pi \omega_{p}^{3}} \frac{1-i \operatorname{sgn} \alpha}{|\alpha|^{\frac{3}{2}}},
\end{align*}
$$

where

$$
\begin{equation*}
I_{j}=\int_{0}^{\pi} \int_{0}^{2 \pi} \frac{\sin \theta d \theta d \phi}{\left[C_{j}(\theta, \phi)\right]^{\frac{7^{3}}{2}}} \tag{C9}
\end{equation*}
$$

If we substitute Eq. (C8) back into Eq. (C5), we obtain ${ }^{21}$

$$
\begin{equation*}
G_{j}\left(\omega^{2}\right) \sim \frac{2}{3 \pi^{\frac{3}{2} \omega_{p}^{3}}} I_{j}\left(\omega^{2}\right)^{\frac{1}{2}}, \tag{C10}
\end{equation*}
$$

and since $g_{j}(\omega)=2 \omega G_{j}\left(\omega^{2}\right)$, we have

$$
\begin{equation*}
g_{j}(\omega)=\left(4 I_{j} / 3 \pi^{\frac{3}{3}} \omega_{p}^{3}\right) \omega^{2} \quad \omega^{2} \longrightarrow 0 \tag{C11}
\end{equation*}
$$

By introducing $f_{j}(x)=\omega_{p} g\left(\omega_{p} x\right)$, we finally obtain

$$
\begin{equation*}
f_{j}(x) \sim\left(4 I_{j} / 3 \pi^{\frac{3}{3}}\right) x^{2} \tag{C12}
\end{equation*}
$$

The coefficient $c_{2}$ is therefore given by

$$
\begin{equation*}
c_{2}=\left(4 / 3 \pi^{\frac{1}{2}}\right)\left(I_{1}+I_{2}\right) \tag{C13}
\end{equation*}
$$

[^34]To evaluate $I_{1}$ and $I_{2}$ we have used Houston's ${ }^{22}$ method as developed by Betts, Bhatia, and Wyman. ${ }^{23}$ They obtain the result that if we have an integral of the form

$$
\begin{equation*}
I=\int_{0}^{\pi} \int_{0}^{2 \pi} F(\theta, \phi) \sin \theta d \theta d \phi \tag{C14}
\end{equation*}
$$

where $F(\theta, \phi)$ has cubic symmetry and is known only along the six special directions, [100], [110](%5B), [111], [210](%5B), [211](%5B), [221](%5B), which we denote by $A, B, C, D$, $E$, and $F$, respectively, the most accurate value of $I$ obtainable from these data is

$$
\begin{align*}
& I=\frac{4 \pi}{1081080}\left\{117603 F_{A}+76544 F_{B}+17496 F_{C}\right. \\
&\left.+381250 F_{D}+311040 F_{E}+177147 F_{F}\right\} \tag{C15}
\end{align*}
$$

With the aid of this result and Eqs. (C3) and (C9), we evaluated $\left(I_{1}+I_{2}\right)$ with the result that

$$
\begin{equation*}
I_{1}+I_{2}=125.22 \tag{C16}
\end{equation*}
$$

so that

$$
\begin{equation*}
c_{2}=29.984 \tag{C17}
\end{equation*}
$$

With a value for $c_{2}$ we can obtain the low-temperature specific heat of the electron lattice. The specific heat per electron can be written as

$$
\frac{C_{v}}{N}=3 k \int_{0}^{\omega_{p}} \frac{(\hbar \omega / 2 k T)^{2}}{\sinh ^{2}(\hbar \omega / 2 k T)} g(\omega) d \omega
$$

so that

$$
\begin{equation*}
C_{v} / N \sim c_{2} k\left(4 \pi^{4} / 5\right)(T / \Theta)^{3} \quad \text { as } T \rightarrow 0 \tag{C18}
\end{equation*}
$$

where we have put $\Theta=\hbar \omega_{p} / k$. If we substitute the values of $c_{2}$ and the fundamental constants into Eq. (C18) we obtain finally in the low-temperature limit

$$
\begin{equation*}
C_{v} / N=56.21 k r_{\varepsilon}^{9 / 2}(k T)_{\mathrm{ry}}{ }^{3} \tag{C19}
\end{equation*}
$$
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#### Abstract

Certain problems of fluid dynamics are conveniently discussed in the Lagrangian description by means of the displacement-vector function. The Eulerian variables describing the motion may be obtained from the displacement-vector function by a generalization of the Lagrange expansion which is here established. Two examples of the application of this expansion are given; the derivation of the Fokker-Planck equation, and the description of the surface conditions of a rippling electron stream by the device of equivalent surface charges.


## 1. INTRODUCTION

IN problems concerned with the dynamics of distributions of particles, such as the theories of electron tubes and of electron-ion plasmas ${ }^{1}$ and some aspects of the theory of neutral gases, it is convenient to study perturbations of the particle distribution by means of a displacement vector rather than by the associated variation of the Eulerian variables $\rho(x, t)$, etc. Thus we assume that in the perturbed state of the system, the particle which was at point $x_{r}$ at time $t$ is now to be found at point $x_{r}+\xi_{r}(x, t)$ at the same time $t$. We here assume that the particles constitute a single stream, but one may take account of multistream systems by introducing a further parameter into $\xi_{r}(x, t)$.

The advantage of this formalism is that it readily lends itself to the application of particle dynamics in Lagrangian or Hamiltonian form. ${ }^{2}$ We note that in this picture the single vector $\xi_{r}(x, t)$ replaces the scalar $\rho(x, t)$, the particle density, and the current density $j_{r}(x, t)$, which are related by the continuity equation. However, although the displacement vector is convenient for dynamical calculations, it is necessary to have some method for determining the Eulerian variables from the displacement-vector function. This communication deals with this problem.

We begin by considering a one-dimensional problem. We are given the perturbation of a linear array of particles by means of the displacement-vector function, and wish to evaluate the density in the perturbed state. We find the answer to this problem to be given by the familiar Lagrange expansion. ${ }^{3}$

We next consider the more general question posed by relaxing the restriction that the system be one-dimensional, and by seeking formulas for other Eulerian quantities such as the current density. These questions are answered by similar expansions, which it is natural to regard as generalizations of the original expansion, although this generalization is not possible in the form in which the expansion is usually given.

[^36]We consider two simple examples of the application of this expansion: the derivation of the Fokker-Planck equation ${ }^{4}$ and the problem of representing perturbations of a finite electron beam by surface charges and surface currents. ${ }^{5}$ We show in an appendix how our formulas may be derived by the methods of gas dynamics.

## 2. ONE-DIMENSIONAL PROBLEM

The familiar statement of the Lagrange expansion is the following: Let $x$ and $x_{0}$ be related by the equation

$$
\begin{equation*}
x=x_{0}+\lambda \xi\left(x_{0}\right) ; \tag{2.1}
\end{equation*}
$$

then $x_{0}$ is implicitly defined as a function of $x$. Any function of $x_{0}, F\left(x_{0}\right)$, should therefore be expressible in terms of $\lambda$ and the functions $\xi(x), F(x)$. The appropriate relation is

$$
\begin{equation*}
F\left(x_{0}(x)\right)=F(x)+\sum_{\nu=0}^{\infty}(-) \frac{\lambda^{\nu}}{\nu!\frac{d^{\nu}}{d x^{\nu}}}\left\{\frac{d F(x)}{d x} \xi^{\nu}(x)\right\} \tag{2.2}
\end{equation*}
$$

Let us now consider the problem of the perturbation of a linear continuous distribution of particles, initially of density $\rho(x)$. We suppose that under the perturbation the particle initially at $x_{0}$ is transferred to the point $x$ as given by (2.1). We wish to determine the density of the perturbed system $\tilde{\rho}(x)$.

For this purpose, it is convenient to introduce the cumulative measure function defined as the number or "weight" of particles to the left of a given point

$$
\begin{equation*}
F(x)=\int_{-\infty}^{x} \rho\left(x^{\prime}\right) d x^{\prime}, \quad \tilde{F}(x)=\int_{-\infty}^{x} \tilde{\rho}\left(x^{\prime}\right) d x^{\prime} \tag{2.3}
\end{equation*}
$$

We now see that

$$
\begin{equation*}
\tilde{F}(x) \equiv F\left[x_{0}(x)\right] \tag{2.4}
\end{equation*}
$$

if we assume, here and throughout, that $\lambda$ is not so large that "crossover" occurs. We also note that

$$
\begin{equation*}
\rho(x)=d F(x) / d x, \quad \tilde{\rho}(x)=d \widetilde{F}(x) / d x \tag{2.5}
\end{equation*}
$$

The relation we seek may now be obtained by dif-

[^37]ferentiating (2.2),
\[

$$
\begin{equation*}
\tilde{\rho}(x)=\sum_{\nu=1}^{\infty}(-)^{\nu} \frac{\lambda^{\nu}}{\nu!} \frac{d^{\nu}}{d x^{\nu}}\left\{\rho(x) \xi^{\nu}(x)\right\} \tag{2.6}
\end{equation*}
$$

\]

or, more explicitly,

$$
\begin{align*}
\tilde{\rho}(x)=\rho(x)-\lambda(d / d x) & {[\rho(x) \xi(x)] } \\
& +\frac{1}{2} \lambda^{2}\left(d^{2} / d x^{2}\right)\left[\rho(x) \xi^{2}(x)\right] \cdots \tag{2.7}
\end{align*}
$$

Equation (2.6) is equivalent to the Lagrange expansion (2.2), but we shall see that (2.6) can be generalized to $n$ dimensions, whereas (2.2) apparently cannot.

## 3. GENERALIZATIONS OF THE LAGRANGE EXPANSION

Now reconsider the problem of evaluating the density of a distribution of particles consequent upon displacement of these particles, but consider space of a higher number of dimensions by replacing the single variable $x$ by a vector with coordinates $x_{r}$ where, for definiteness, we assume that $r$ takes the values of $1,2,3$. The summation convention will be used.

We introduce the Fourier transform of the density function $\rho(x)$ defined by

$$
\begin{align*}
\rho(x) & =\int d^{3} x e^{i k_{r} x_{r}} \rho_{F}(k)  \tag{3.1}\\
\rho_{F}(k) & =\left(\frac{1}{2 \pi}\right)^{3} \int d^{3} x e^{-i k_{r} x_{r}} \rho(x) \tag{3.2}
\end{align*}
$$

We now consider Eq. (3.2) as it applies to the perturbed state, and note that the integration over $\tilde{\rho}(x) d^{3} x$ is simply a counting of particles, and so may equally well be replaced by integration over $\rho\left(x_{0}\right) d^{3} x_{0}$. Hence, we see from (2.1) and (3.2) that

$$
\begin{align*}
& \tilde{\rho}_{F}(k)=\left(\frac{1}{2 \pi}\right)^{3} \int d^{3} x_{0 \rho} \rho\left(x_{0}\right) \\
& \quad \times \exp \left\{-i k_{r}\left[x_{0, r}+\lambda \xi_{r}\left(x_{0}\right)\right]\right\} . \tag{3.3}
\end{align*}
$$

We now insert (3.3) into (3.1), expanding one of the exponentials, to obtain

$$
\begin{align*}
\tilde{\rho}(x)= & \left(\frac{1}{2 \pi}\right)^{3} \int d^{3} x^{\prime} \rho\left(x^{\prime}\right) \int d^{3} k \\
& \times \exp \left[i k_{r}\left(x_{r}-x_{r}^{\prime}\right)\right] \sum_{\nu=0}^{\infty}(-i)^{\frac{\lambda^{\nu}}{\nu}}\left\{k_{r} \xi_{r}\left(x^{\prime}\right)\right\}^{\nu} \tag{3.4}
\end{align*}
$$

The $k$ integration may be expressed in terms of $\delta$ functions as follows:

$$
\begin{align*}
\tilde{\rho}(x)=\int d^{3} x^{\prime} \rho\left(x^{\prime}\right) & {\left[\delta^{3}\left(x-x^{\prime}\right)-\lambda \xi_{r}\left(x^{\prime}\right) \frac{\partial \delta^{8}\left(x-x^{\prime}\right)}{\partial x_{r}}\right.} \\
& \left.+\frac{\lambda^{2}}{2!} \xi_{r}\left(x^{\prime}\right) \xi_{z}\left(x^{\prime}\right) \frac{\partial^{2} \delta^{3}\left(x-x^{\prime}\right)}{\partial x_{r} \partial x_{z}}-\cdots\right] \tag{3.5}
\end{align*}
$$

which leads finally to the expansion

$$
\begin{align*}
\tilde{\rho}(x)=\rho(x)-\lambda & \frac{\partial}{\partial x_{r}}\left\{\rho(x) \xi_{r}(x)\right\} \\
& +\frac{\lambda^{2}}{2!} \frac{\lambda^{2}}{\partial x_{r} \partial x_{s}}\left\{\rho(x) \xi_{r}(x) \xi_{s}(x)\right\}-\cdots \tag{3.6}
\end{align*}
$$

This represents a generalization of the Lagrange expansion.

Since the density of the perturbed system may be expressed by the expansion (3.6), we should expect that other Eulerian quantities, such as current density, energy density, etc., may be expressed in a similar fashion. Let us consider the quantity $\phi(x, t)$, which may be a vector or tensor, and suppose that it is expressible as

$$
\begin{equation*}
\phi=\rho \psi\left(v_{r}\right) \tag{3.7}
\end{equation*}
$$

in which $\rho(x, t)$ and $\eta_{r}(x, t)$ are known for the unperturbed system. On perturbation, the particle which was at $x_{r}$ at time $t$ is now at $x_{r}+\xi_{r}(x, t)$ at time $t$ (here and henceforth we dispense with the parameter $\lambda$ ), and has velocity $v_{r}+\left(\partial \xi_{r} / \partial t\right)+v_{s}\left(\partial \xi_{r} / \partial x_{s}\right)$. Hence the Fourier transform of $\phi$ is given by the expression formed from (3.3) by replacing $\rho$ by $\rho \psi$, the argument of $\psi$ being the perturbed velocity. Hence we obtain, in place of (3.6), the expansion

$$
\begin{align*}
\tilde{\phi}(x, t) & =\rho(x) \psi\left(v_{r}+\frac{\partial \xi_{r}}{\partial t}+v_{s} \frac{\partial \xi_{r}}{\partial x_{s}}\right) \\
& -\frac{\partial}{\partial x_{u}}\left\{\rho(x) \psi\left(v_{r}+\frac{\partial \xi_{r}}{\partial t}+v_{s} \frac{\partial \xi_{r}}{\partial x_{u}}\right) \xi_{u}(x)\right\}+\cdots \tag{3.8}
\end{align*}
$$

As a particular example, consider the current density $j_{r}$, for which $\psi\left(v_{r}\right)=v_{r}$. The appropriate expansion is seen to be

$$
\begin{align*}
\tilde{\jmath}_{r}(x, t) & =\rho(x)\left(v_{r}+\frac{\partial \xi_{r}}{\partial t}+v_{s} \frac{\partial \xi_{s}}{\partial x_{s}}\right) \\
& -\frac{\partial}{\partial x_{u}}\left\{\rho(x)\left(v_{r}+\frac{\partial \xi_{r}}{\partial t}+v_{s} \frac{\partial \xi_{r}}{\partial x_{s}}\right) \xi_{u}(x)\right\}+\cdots \tag{3.9}
\end{align*}
$$

## 4. FOKKER-PLANCK EQUATION ${ }^{6}$

Consider an assembly of particles, with a range of "thermal" velocities, acted upon by "external" forces and by random microforces such as those which give rise to interparticle small-angle collisions. We represent the distribution by the function $f(x, v, t)$ in the usual way. We now suppose that at time $t+\Delta t$ the particle which at time $t$ had position $x_{r}$ and velocity $v_{r}$ is found to have position $x_{r}+\Delta x_{r}$ and velocity $v_{r}+\Delta v_{r}$. Then
we see from (3.6) that

$$
\begin{align*}
f(x, v, t+\Delta t) & =f-\frac{\partial}{\partial x_{r}}\left(f \Delta x_{r}\right)-\frac{\partial}{\partial v_{r}}\left(f \Delta v_{r}\right) \\
& +\frac{1}{2} \frac{\partial^{2}}{\partial x_{r} \partial x_{s}}\left(f \Delta x_{r} \Delta x_{s}\right)+\frac{\partial^{2}}{\partial x_{r} \partial v_{s}}\left(f \Delta x_{r} \Delta v_{s}\right) \\
& +\frac{1}{2} \frac{\partial^{2}}{\partial v_{r} \partial v_{s}}\left(f \Delta v_{r} \Delta v_{s}\right)-\cdots, \tag{4.1}
\end{align*}
$$

wherein all quantities on the right-hand side are evaluated at time $t$.

We now suppose that $\Delta l$ may be chosen small enough for the change in the macroscopic quantities such as the external forces and $f$ itself to be small, yet large enough for a large number of small-angle collisions to take place in this period. Then we may write

$$
\begin{equation*}
f(x, v, t+\Delta t)-f(x, v, t)=(\partial f / \partial t) \cdot \Delta t, \quad \Delta x_{r}=v_{r} \Delta t . \tag{4.2}
\end{equation*}
$$

The change in the velocity may be written as the sum of two contributions, $\Delta_{F} v_{r}$ caused by external forces and $\Delta_{C} v_{r}$ caused by collisions. Then

$$
\begin{equation*}
\Delta_{F} v_{r}=\left(F_{r} / m\right) \Delta t, \tag{4.3}
\end{equation*}
$$

according to our assumptions concerning $\Delta t$, where $F_{r}(x, v, t)$ is the external force. In dealing with the collision term, we consider averages over a large number of collisions. Then both $\Delta_{c} v_{r}$ and $\Delta_{c} v_{r} \Delta_{c v_{s}}$ will give contributions linear in $\Delta t$, whereas higher-order products will tend to zero more rapidly than $\Delta t$ as $\Delta t$ is diminished, subject always to the restriction that $\Delta t$ is long compared with the collision interval. In this sense, we may write

$$
\begin{array}{r}
\left\langle\frac{\Delta_{C} v_{r}}{\Delta t}\right\rangle \rightarrow\left\langle\frac{\partial v_{r}}{\partial t}\right\rangle_{C},\left\langle\frac{\Delta_{C} v_{r} \Delta \Delta_{C} v_{s}}{\Delta t}\right\rangle
\end{array} \rightarrow\left\langle\frac{\partial v_{r} \partial v_{s}}{\partial t}\right\rangle_{C},
$$

The corresponding limit of higher-order products is zero.
On combining the foregoing equations, we find that (4.1) may be written as

$$
\begin{align*}
& \frac{\partial f}{\partial t}+v_{r} \frac{\partial f}{\partial x_{r}}+\frac{\partial}{\partial v_{r}}\left(\frac{F_{r}}{m} f\right) \\
& \quad=-\frac{\partial}{\partial v_{r}}\left(\left\langle\frac{\partial v_{r}}{\partial t}\right\rangle_{c} f\right)+\frac{1}{2} \frac{\partial^{2}}{\partial v_{r} \partial v_{s}}\left(\left\langle\frac{\partial v_{r} \partial v_{r}}{\partial t}\right\rangle_{c} f\right), \tag{4.5}
\end{align*}
$$

where we adopt the conventional arrangement of grouping collisions on the right-hand side. Note that the acceleration term on the left-hand side is in the form appropriate to velocity-dependent forces.

## 5. SURFace charge and dipole layers OF RIPPLED BEAMS

A problem which has received some attention of late and which may be conveniently handled by means of the Lagrange expansion is that of determining the equivalent surface charges to ascribe to a rippling beam with a sharp boundary. ${ }^{6}$ We shall discuss only the charge density, but the current density and other quantities could be evaluated similarly. The problem which we have to solve is that of handling the discontinuity represented by the edge of the beam. For this purpose, it is convenient to introduce the step function defined by

$$
\begin{align*}
\theta(\alpha) & =0, \quad \alpha<0,  \tag{5.1}\\
& =1, \quad \alpha>0,
\end{align*}
$$

and the function $N(x)$ which denotes the normal distance from the point $x$ to the surface of the beam, counted positive if the point is outside the beam and negative if the point is inside the beam. We may now write the unperturbed density $\rho(x)$ of the beam as

$$
\begin{equation*}
\rho(x)=\rho_{0}(x) \theta[-N(x)], \tag{5,2}
\end{equation*}
$$

wherein $\rho_{0}(x)$ may be taken to be a well-behaved function, the discontinuity being represented by the function $\theta[-N(x)]$ which is unity for interior points and zero for exterior points. We note that

$$
\begin{equation*}
\partial N / \partial x_{r}=n_{r}, \tag{5.3}
\end{equation*}
$$

where $n_{r}$ is the outward normal vector. Since $n_{r}^{2}=1$, we also see that

$$
\begin{equation*}
n_{s}\left(\partial n_{s} / \partial x_{r}\right)=0 \quad \text { or } \quad n_{s}\left(\partial n_{r} / \partial x_{s}\right)=0, \tag{5.4}
\end{equation*}
$$

so that $\partial n_{r} / \partial x_{s}$ may be evaluated from knowledge of the normal-vector field at the boundary surface itself.
We may now apply the Lagrange expansion (3.6). Upon noting that

$$
\begin{equation*}
\left(\partial / \partial x_{r}\right) \theta(-N)=-n_{r} \delta(N), \tag{5.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\partial^{2} / \partial x_{r} \partial x_{s}\right) \theta(-N)=-\left(\partial n_{r} / \partial x_{s}\right) \delta(N)-n_{r} n_{s} \delta^{\prime}(N), \tag{5.6}
\end{equation*}
$$

we see that

$$
\begin{equation*}
\tilde{\rho}(x)=\tilde{\rho}_{V}(x) \theta(-N)+\tilde{\sigma}(x) \delta(N)-\tilde{\pi}(x) \delta^{\prime}(N)+\cdots, \tag{5.7}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{\rho}_{V}(x)= & \rho_{0}-\left(\partial / \partial x_{r}\right)\left(\rho_{0} \xi_{r}\right) \\
& \quad+\frac{1}{2}\left(\partial^{2} / \partial x_{r} \partial x_{t}\right)\left(\rho_{0} \xi_{r} \xi_{s}\right)+\cdots  \tag{5.8}\\
\tilde{\sigma}(x)= & \rho_{0} n_{r} \xi_{r}-n_{r}\left(\partial / \partial x_{z}\right)\left(\rho_{0} \xi_{r} \xi_{s}\right) \\
& \quad-\frac{1}{2}\left(\partial n_{r} / \partial x_{s}\right) \rho_{0} \xi_{r} \xi_{s}+\cdots \tag{5.9}
\end{align*}
$$

and

$$
\begin{equation*}
\tilde{\pi}(x)=\frac{1}{2} \rho_{0} n_{r} n_{a} \xi_{r} \xi_{0}+\cdots \tag{5.10}
\end{equation*}
$$

to second order in the displacement. Formulas (5.9) and (5.10) are to be evaluated at the bounding surface. We see from the form of (5.7) that $\tilde{\rho}_{V}(x)$ represents the
perturbed space-charge density inside the beam, $\tilde{\sigma}(x)$ represents the surface-charge density, and $\tilde{\pi}(x)$ represents the surface-dipole layer.

## 6. DISCUSSION

The generalization of the Lagrange expansion which was established in Sec. 3 is useful in relating the Lagrangian and Eulerian descriptions of the motion of a fluid or assembly of particles. The transition from Lagrangian to Eulerian variables may be desired for the purpose of interpreting mathematical results. It may also be necessary if an Eulerian description is required for one part of the problem, whereas a Lagrangian description is convenient for another part. Problems concerning electron beams and plasmas are of this category, since it is convenient to discuss the motion of particles by Lagrangian variables whereas the equations of the electromagnetic field require the Eulerian formulation. In this connection, however, we may note that the complete problem may be described by an action principle which makes it unnecessary to introduce the Eulerian description of the particle motion. ${ }^{2}$

The conditions for validity of our generalized forms of the Lagrange expansion have not been investigated. It may be possible to examine the series for convergence in particular examples. However, we have seen in Sec. 5 that the expansion is informative even when it is not convergent. Such applications of the expansion are subject to the usual restrictions applied to the calculus of the Dirac delta function.

## APPENDIX. DERIVATION OF THE LAGRANGE EXPANSION FROM GAS KINETICS

The Lagrange expansion (3.6), which we derived by Fourier-transform theory, may also be established by arguments of gas kinetics. In place of (2.1), let us now write

$$
\begin{equation*}
x_{r} \rightarrow \tilde{x}_{r}(x, t)=x_{r}+t \xi_{r}(x) \tag{A.1}
\end{equation*}
$$

where we shall interpret $t$ as time. Under this perturbation, the initial density $\rho(x)$ becomes $\tilde{\rho}(x, t)$, which we shall expand as

$$
\begin{equation*}
\tilde{\rho}=\sum_{\nu=0}^{\infty} \frac{1}{\nu!} t^{v} \tilde{\rho}_{\nu .} \tag{A.2}
\end{equation*}
$$

By Taylor's theorem,

$$
\begin{equation*}
\tilde{\rho}_{v}=\partial^{v} \tilde{\rho} / \partial t^{v} \quad(t=0) \tag{A.3}
\end{equation*}
$$

We see from (A.1) that the velocity of any particle of the fluid is constant, being given by $\xi_{r}(x)$ evaluated for the position occupied by the particle at $t=0$. Hence we obtain the sequence of conservation relations

$$
\begin{equation*}
(\partial / \partial t)(\tilde{\rho} \psi)+\left(\partial / \partial x_{r}\right)\left(\tilde{\rho} \psi v_{r}\right)=0 \tag{A.4}
\end{equation*}
$$

where $\psi=1, v_{s}, v_{s} v_{t}, v_{s} v_{i} v_{u}, \cdots$. From this equation, we may readily prove by induction that

$$
\begin{equation*}
\partial^{v} \tilde{\rho} / \partial l^{\nu}=(-)^{v}\left(\partial^{\nu} / \partial x_{r} \partial x_{s} \cdots\right)\left(\tilde{\rho} v_{r} v_{s} \cdots\right) \tag{A.5}
\end{equation*}
$$

On evaluating (A.5) at $t=0$, we see that

$$
\begin{equation*}
\tilde{\rho}_{\nu}=(-)^{v}\left(\partial^{\nu} / \partial x_{r} \partial x_{s} \cdots\right)\left(\rho \xi_{r} \xi_{s} \cdots\right) ; \tag{A.6}
\end{equation*}
$$

(A.2) and (A.6) yield once more the Lagrange expansion (3.6).
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#### Abstract

Antiunitary operators are characterized in a manner similar to the characterization of unitary operators by their characteristic vectors and characteristic values. It is shown that a complete orthonormal set of vectors can be defined, some of which are invariant under the antiunitary operator. The rest of the vectors, which are always even in number, form pairs in such a way that the antiunitary operator transforms each member of a pair into a multiple of the other member of the same pair [Eq. (11)]. The extent to which the vectors of the orthonormal set are determined by the antiunitary operator is ascertained and the number of free parameters in the various cases of degeneracy found.


1. 

ANTIUNITARY operators ${ }^{1}$ play a significant role in the theory of the invariance of quantum mechanical equations. The symmetry operators which involve the operation of time-inversion are antiunitary. The antiunitary operators are antilinear, i.e., if $\varphi$ and $\psi$ are two vectors of the complex Hilbert space in which the antiunitary operator $A$ is defined and if $a$ and $b$ are two complex numbers,

$$
\begin{equation*}
A(a \varphi+b \psi)=a^{*} A \varphi+b^{*} A \psi \tag{1}
\end{equation*}
$$

The asterisk denotes the conjugate complex. Furthermore, $\boldsymbol{A}$ changes the scalar product into its conjugate complex

$$
\begin{equation*}
(A \varphi, A \psi)=(\varphi, \psi)^{*}=(\psi, \varphi) \tag{2}
\end{equation*}
$$

Actually, (1) follows from (2) so that the latter equation can serve as the definition of the antiunitary nature of $A$. However, unless the Hilbert space has only a finite number of dimensions, it is also necessary to specify that $A$ has an inverse. This is also antiunitary.

If $A$ is antiunitary, $A^{2}$ defined by

$$
\begin{equation*}
A^{2} \psi=A(A \psi) \tag{3}
\end{equation*}
$$

is unitary. This follows directly from the defining Eqs. (1) and (2), and it is also clear that $A^{2}$ has an inverse if $A$ does.

If $A v_{k}$ is given for all the members of a complete orthonormal set of vectors $v_{1}, v_{2}, \cdots$, its antilinear property defines it for all vectors $\nu=\Sigma a_{k} v_{k}$ :

$$
\begin{equation*}
A v=A\left(\sum a_{k} v_{k}\right)=\sum a_{k}^{*} A v_{k} \tag{4}
\end{equation*}
$$

Hence, the normal form of $A$ will be obtained by specifying a complete set of orthonormal vectors $v_{k}$ for which $A v_{k}$ has a particularly simple form. These vectors are the analogs of the characteristic vectors for unitary

[^38]operators and will be, indeed, characteristic vectors of $\mathcal{A}^{2}$. However, this property does not define them completely.
If $v_{1}, v_{2}, \ldots$ form a complete orthonormal set, $A v_{1}, A v_{2}, \cdots$ also form such a set. The orthonormal nature of the latter set follows directly from (2), the completeness from the existence of the inverse of $A$. If $w$ were orthogonal to all $A v_{k}$, then $A^{-1} w$ would be orthogonal to all $v_{k}$.
We mention further for the sake of completeness, that if $K$ is the operation of complex conjugation so that, in a particular coordinate system,
\[

$$
\begin{equation*}
K \psi=\psi^{*} ; \quad K^{2}=1, \tag{5}
\end{equation*}
$$

\]

$A K$ is unitary and it follows that every antiunitary operator can be written in the form

$$
\begin{equation*}
A=U K, \tag{6}
\end{equation*}
$$

where $U$ is unitary. It follows from (6) that

$$
\begin{equation*}
A^{2}=U K U K=U U^{*} K^{2}=U U^{*}, \tag{7}
\end{equation*}
$$

where $U^{*}$ is the conjugate complex of $U$ in the coordinate system in which (5) is valid. Since $U U^{*}$ is equivalent to its conjugate complex

$$
\begin{equation*}
U U^{*}=U U^{*} U U^{-1}=U\left(U U^{*}\right)^{*} U^{-1}, \tag{8}
\end{equation*}
$$

its characteristic values are either real or pairwise conjugate complex. It follows that the square of an antiunitary operator is equivalent to a rotation. The last four equations will not be used explicitly.
2.

It will be assumed that the spectrum of $A^{2}=\Lambda$ is discrete. The complications which arise if $\Lambda$ has a continuous spectrum are not serious, but their elimination is cumbersome. Let us consider then a characteristic vector of $A$ :

$$
\begin{equation*}
\Lambda v=A^{2} v=\omega v . \tag{9}
\end{equation*}
$$

Since $\Lambda$ is unitary, $|\omega|=1$. It then follows that $A v$ is also a characteristic vector of $\Lambda$,

$$
\begin{equation*}
\Lambda A v=A^{2} A v=A A^{2} v=A \omega v=\omega^{*} A v \tag{10}
\end{equation*}
$$

and belongs to the characteristic value $\omega^{*}$. Unless $\omega=1$ or $\omega=-1, \omega \neq \omega^{*}$ and $A v$ is orthogonal to $v$. Hence, if we choose an arbitrary orthonormal base, $v_{\omega 1}, v_{\omega 2}, \cdots$ among the characteristic vectors of $\omega$, we can define, if $\omega$ is complex,

$$
\begin{equation*}
v_{\omega^{*}, k}=\omega^{\frac{1}{2}} A v_{\omega, k} \quad \text { or } \quad A v_{\omega, k}=\left(\omega^{\frac{1}{2}}\right)^{*} v_{\omega^{*} k} \tag{11}
\end{equation*}
$$

and the $v_{\omega *, k}$ will form a full base of orthonormal characteristic vectors to $\omega^{*}$. The sign of the square root in (11) is best fixed in such a way that the imaginary part of $\omega^{\frac{1}{2}}$ shall have the same sign as the imaginary part of $\omega$. Then $\left(\omega^{*}\right)^{\frac{1}{2}}=\left(\omega^{\frac{1}{2}}\right)^{*}$. The purpose of the $\omega^{\frac{1}{2}}$ factor will become evident at once.

Application of $A$ to both sides of (11) gives

$$
\begin{equation*}
A v_{\omega^{*}, k}=\left(\omega^{\frac{1}{1}}\right)^{*} A^{2} v_{\omega, k}=\left(\omega^{\frac{1}{2}}\right)^{*} \omega v_{\omega, k}=\omega^{\frac{1}{2} v_{\omega, k}} \tag{12}
\end{equation*}
$$

so that the choice of the characteristic vectors to $\omega^{*}$ made in (11) renders this equation valid also if $\omega$ is replaced by $\omega^{*}$. The $v_{a, k}$ may be called characteristic vectors of $A$ also. ${ }^{2}$ However, in contrast to the unitary case, the characteristic vectors of $A$ to $\omega$ also define the characteristic vectors of $A$ to $\omega^{*}$ if we want (11) to hold. If one recalls that $A$ is equivalent to a rotation it is not surprising that a certain amount of simplification results if a relation exists between the characteristic vectors of $\omega$ and of $\omega^{*}$. In the case of a rotation one would set $v_{\omega^{*}, k}=v_{\omega, k} *$.

Let us consider now a characteristic vector $v$ to the characteristic value 1 :

$$
\begin{equation*}
\Lambda v=A^{2} v=v \tag{13}
\end{equation*}
$$

It then follows from (10) that $A v$ is also a characteristic vector to the characteristic value 1 and so is, unless it vanishes, $v_{11}=c(v+A v) ; c$ is a real normalization constant. It follows from (13) that

$$
\begin{equation*}
A v_{11}=A c(v+A v)=c(A v+v)=v_{11} \tag{14}
\end{equation*}
$$

so that $\nu_{11}$ is invariant under $A$. If $\vartheta=-A v$ we choose $v_{11}=i v$ and have again

$$
\begin{equation*}
A v_{11}=A i v=-i A v=i v=v_{11} \tag{15}
\end{equation*}
$$

Next we consider another characteristic vector $v^{\prime}=\Lambda v^{\prime}$ which is orthogonal to $v_{11}$ :

$$
\begin{equation*}
\left(v_{11}, v^{\prime}\right)=0 . \tag{16}
\end{equation*}
$$

Because of (2) and (14),

$$
\begin{equation*}
\left(v_{11}, A v^{\prime}\right)=\left(A^{2} v^{\prime}, A v_{11}\right)=\left(\Lambda v^{\prime}, v_{11}\right)=\left(v^{\prime}, v_{11}\right)=0 \tag{17}
\end{equation*}
$$

$A v^{\prime}$ will also be orthogonal to $v_{11}$. We can write therefore $v_{12}=c\left(v^{\prime}+A v^{\prime}\right)$ or, if this vanishes, $v_{12}=i v^{\prime}$, and this will still be orthogonal to $v_{11}$ and also invariant under $A$. Proceeding in the same way, a full orthonormal base $v_{11}, v_{12}, \cdots$ of characteristic vectors of $\Lambda$

[^39]to the characteristic value 1 can be found which are invariant under $A$,
\[

$$
\begin{equation*}
A v_{1 k}=v_{1 k} \tag{18}
\end{equation*}
$$

\]

The vectors which satisfy (18) can be called the invariant vectors of $A$. The procedure just used to ensure (18) is similar to the separation of real and imaginary parts of a number.

Let us finally consider a characteristic vector of $\Lambda$ to -1 :

$$
\begin{equation*}
\Lambda v_{-11}=A^{2} v_{-11}=-v_{-11} \tag{19}
\end{equation*}
$$

In this case again, because of (10), $A v_{-11}$ is also a characteristic value to -1 . Furthermore, $A v_{-11}$ is orthogonal to $v_{-11}$ because of (2) and (19):

$$
\begin{equation*}
\left(v_{-11}, A v_{-11}\right)=\left(A^{2} v_{-11}, A v_{-11}\right)=-\left(v_{-11}, A v_{-11}\right) . \tag{20}
\end{equation*}
$$

Hence we can write

$$
\begin{equation*}
v_{-1 * 1}=i A v_{-11} \quad v_{-11}=i^{*} A v_{-1 *_{1}}=-i A v_{-1 w_{1}} \tag{21}
\end{equation*}
$$

If $\Lambda$ has further linearly independent characteristic vectors to -1 , a normalized $v_{-12}$ can be found which is orthogonal to both $v_{-11}$ and $v_{-1 * 1}$. Furthermore, the same will be true of $v_{-12}=i A v_{-12}$. Thus, for instance,

$$
\begin{align*}
\left(v_{-1}{ }^{2}, v_{-11}\right)=\left(i A v_{-12}, v_{-11}\right) & =-i\left(A v_{-11}, A^{2} v_{-12}\right) \\
& =-i\left(-i v_{-1} v_{1},-v_{-12}\right)=0 . \tag{22}
\end{align*}
$$

Hence, proceeding in the same way, one can find a full orthonormal base of characteristic vectors of $\mathbf{A}$ to -1 ,

$$
\begin{equation*}
\Delta v_{-1 k}=-v_{-1 k} \quad \Lambda v_{-1 * k}=-v_{-1 * k}, \tag{23}
\end{equation*}
$$

for which

$$
\begin{equation*}
v_{-1 * k}=i A v_{-1 k} \quad v_{-1 k}=-i A v_{-1 * k}=i^{*} A_{-1^{*} k} \tag{24}
\end{equation*}
$$

holds. These equations are formally identical with the Eqs. (11) for complex characteristic values if one considers -1 to be two conjugate complex characteristic values -1 and $-1^{*}$ of $\Lambda$, which happen to coincide. The $v_{-1 k}$ belong to the characteristic value -1 , the $v_{-1 * k}$ to the characteristic value -1*. Equation (24) becomes a special case of (11) if one sets $(-1)^{\frac{1}{2}}=i$; $\left(-1^{*}\right)^{\frac{1}{2}}=i^{*}=-i$.

## 3.

On summarizing the preceding results, we can characterize an antiunitary operator by two sets of vectors, which jointly form a complete orthonormal set, together with the characteristic values $\omega_{1}, \omega_{1}{ }^{*}, \omega_{2}$, $\omega_{2}{ }^{*}, \cdots$ belonging to the second set. These characteristic values are pairwise conjugate complex, of modulus 1 , but are not equal to 1 . The first set of vectors are invariant under the antiunitary operator, i.e., (18) applies to them; (11) is valid for the members of the second set. The $\omega$ may also be equal to -1 , but this characteristic value always occurs in pairs and one member of the pair is denoted by -1 , the other by $-1^{*}$.
It will be shown now that any two sets of vectors $v_{i k}$ and $v_{\omega k}$ which jointly form a complete orthonormal
set, together with the corresponding $\omega$, give an antiunitary operator by means of (4), (11), and (18). In other words, the sets $\tau_{1 k}$ and $v_{\omega k}$ are not subject to any further conditions except that there are just as many vectors bearing the index $\omega$ as there are with the index $\omega^{*}$. The number of vectors in the first set is arbitrary and so are the values of $\omega$ except that $\omega \neq 1,|\omega|=1$ and they occur in conjugate complex pairs.

In order to prove the preceding assertion we consider two vectors $\varphi$ and $\psi$ and expand them in terms of the orthonormal set

$$
\begin{align*}
& \varphi=\sum_{k} a_{k} \vartheta_{1 k}+\sum_{\omega k} b_{\omega k} v_{\omega k} \\
& \psi=\sum_{k} c_{k} v_{1 k}+\sum_{\omega k} d_{\omega k} v_{\omega k} . \tag{25}
\end{align*}
$$

$A \varphi$ and $A \psi$ are then given by

$$
\begin{align*}
& A \varphi=\sum_{k} a_{k}^{*} v_{1 k}+\sum_{\omega k} b_{\omega k}^{*}\left(\omega^{\frac{1}{2}}\right)^{*} v_{\omega^{*} k} \\
& A \psi=\sum_{k} c_{k}^{*} v_{v_{k}}+\sum_{\omega k} d_{\omega k}{ }^{*}\left(\omega^{\frac{1}{2}}\right)^{*} v_{\omega^{*} k} . \tag{26}
\end{align*}
$$

Both conditions (1) and (2) of the antiunitary nature of $A$ can be verified to be consequences of (26) and the orthonormality of the $v_{1 k}, v_{\omega k}$, provided that

$$
\begin{equation*}
\left(\omega^{*}\right)^{\frac{1}{2}}=\left(\omega^{\frac{3}{*}}\right)^{*} \quad|\omega|=1 . \tag{27}
\end{equation*}
$$

For $\omega=-1$, this last condition is spelled out explicitly in (23). As was mentioned before, (27) can most simply be assured for complex $\omega$ by using that sign for $\omega^{\frac{1}{2}}$ for which the signs of the imaginary parts of $\omega$ and of $\omega^{\frac{1}{7}}$ are the same.

## 4.

Evidently, the two sets $v_{1 k}, v_{\omega k}$ and the corresponding $\omega$ completely determine $A$. Conversely, $A$ determines the number of vectors contained in the set $v_{1 k}$-this is the multiplicity of the characteristic value 1 of $A^{2}$-and the value of the $\omega$ and their multiplicities. However, the vectors $v$ are not completely determined by $A$ and the present section will be devoted to the determination of the freedom that remains in the choice of these vectors.

Let us denote two other orthonormal sets which characterize the same antilinear operator by $w_{1 k}$ and $w_{\omega k}$. Since the $w_{1 k}$ form a base for the characteristic functions to the characteristic value 1 of $\Lambda=A^{2}$, they are connected with the $v_{1 k}$ by a nonsingular transformation

$$
\begin{equation*}
w_{1 k}=\sum r_{k l} v_{1 k} . \tag{28}
\end{equation*}
$$

In fact, it follows from the orthonormality of the $v_{1 k}$ and of the $w_{1 k}$ that $r$ is unitary. This is, however, not the only condition on $r$ : If the vectors $w_{1 k}$ are to be invariant under $A$, i.e., if they satisfy (18),

$$
\begin{equation*}
A w_{1 k}=\sum r_{k l}{ }^{*} A v_{1 l}=\sum r_{k l}{ }^{*} v_{1 l}=w_{1 k}, \tag{29}
\end{equation*}
$$

the $\boldsymbol{r}_{k l}$ must be real. Hence, two different invariant sets of vectors of the same antiunitary operator are related to each other by a rotation

$$
\begin{equation*}
r=r^{*} \quad r r^{\prime}=r r^{+}=1 . \tag{30}
\end{equation*}
$$

The prime denotes the transpose, the dagger the Hermitian adjoint.

For complex $\omega$, the sets $w_{\omega k}$ and $v_{\omega k}$ span the same linear manifold. Hence, we have

$$
\begin{equation*}
w_{\omega k}=\sum u_{k l}{ }^{(\omega)} v_{\omega l}, \tag{31}
\end{equation*}
$$

and it again follows from the orthonormality of the $w_{\omega}$ and $\nu_{\omega}$ that $u^{(\omega)}$ is unitary. By calculating $A w_{\omega k}$ again, we find

$$
\begin{equation*}
A w_{\omega k}=\sum u_{k l}(\omega)^{*} A v_{\omega l}=\sum u_{k l}(\omega)^{*}\left(\omega^{*}\right)^{\frac{1}{2}} v_{\omega^{*} l}, \tag{32}
\end{equation*}
$$

so that if we want $A w_{\omega k}=\left(\omega^{*}\right)^{\frac{1}{2}} w_{\omega * k}$ to remain valid, we must have

$$
\begin{equation*}
u^{\left(\omega^{*}\right)}=u^{(\omega)^{*}}, \tag{33}
\end{equation*}
$$

i.e., the unitary transformations which belong to conjugate complex characteristic value are conjugate complex.

The preceding argument does not apply if $\omega=-1$. It is indeed clear that in this case the $w_{-1 k}$ may be linear combinations of the $v_{-1 k}$ and of the $v_{-1}{ }^{1 * k}$ because all these belong to the characteristic value -1 of $\Lambda$. Hence we set

$$
\begin{equation*}
w_{-1 k}=\sum s_{k} v_{-1 l}+\sum t_{k} v_{-1} w_{l} \tag{34}
\end{equation*}
$$

The condition (24) that $w_{-1}{ }^{*} k=i A w_{-1 k}$ now reads

$$
\begin{align*}
& w_{-1^{*} k}=i A\left(\sum s_{k l} v_{-1 l}+\sum t_{k l v_{-1}{ }^{*} l}\right) \\
& =\sum s_{k l}{ }^{*} i A v_{-1 l}+\sum t_{k l}{ }^{*} i A v_{-1}{ }^{*} l \\
& =\sum-t_{k l}{ }^{*} v_{-1 l}+\sum s_{k l}{ }^{*} v_{-1}{ }^{*} . \tag{35}
\end{align*}
$$

Hence, the sets of vectors $w_{-1}$ and $w_{-1}$ are obtained from the sets $v_{-1}, v_{-1}$ by the transformation

$$
S=\left\|\begin{array}{cc}
s & t  \tag{36}\\
-t^{*} & s^{*}
\end{array}\right\|
$$

This will guarantee that (24) is valid for the $w_{-1}, w_{-1^{*}}$ if it is valid for the $v_{-1}, v_{-1 *}$ because the second set of Eqs. (24) can be obtained from the first set by applying $A$ to these. However, in order to make the $w_{-1}, w_{-1}{ }^{*}$ an orthonormal set, the $S$ of (36) must be unitary. The conditions for this are obtained by setting $S S^{\dagger}=1$ or, in terms of the submatrices $s$ and $t$,

$$
\begin{equation*}
' s s^{\dagger}+t t^{\dagger}=1 \quad s t^{\prime}=t s^{\prime} . \tag{37}
\end{equation*}
$$

It is easy to see that if the conditions (37) are satisfied, $S$ becomes a simplectic matrix, i.e., it leaves the form

$$
F=\left|\left|\begin{array}{rr}
0 & 1  \tag{38}\\
-1 & 0
\end{array}\right|\right|
$$

invariant in the sense that

$$
\begin{equation*}
S F S^{\prime}=F \tag{39}
\end{equation*}
$$

It follows that the sets $w_{-1 k}, w_{-1 * k}$ are obtained from the sets $v_{-1 k}, v_{-1 * k}$ by a unitary simplectic transformation.

The calculation of the last paragraph shows that the role of vectors $v_{\omega k}, v_{\omega^{*} k}$ for $\omega=-1$ is quite different from the role of the vectors $v_{\omega k}, v_{\omega w^{*} k}$ for complex $\omega$. The fact that the same Eq. (24) holds for $\omega=-1$ and for complex $\omega$ is somewhat accidental.

It may be well to note at this point that the equation

$$
\begin{equation*}
A w=\nu w \tag{40}
\end{equation*}
$$

with complex $\nu$ does not imply that $\nu$ is one of the $\omega$. In fact, (40) holds with $w=\left(\nu^{2}\right)^{*} v_{1 k}$ and an arbitrary $\nu$.

## 5.

Lastly, we shall determine the number of free parameters in an antiunitary transformation which can be characterized by $l$ invariant vectors; $2 m$ vectors with the characteristic value $-1 ; 2 \rho$ different complex characteristic values with positive imaginary parts and their complex conjugates with multiplicities $c_{1}, c_{2}, \cdots, c_{\rho}$. These are then also the multiplicities of the corresponding conjugate complex characteristic values. Hence,

$$
\begin{equation*}
l+2 m+2 c_{1}+2 c_{2}+\cdots+2 c_{p}=n \tag{41}
\end{equation*}
$$

where $n$ is the number of dimensions of the underlying Hilbert space which will be assumed to be finite dimensional in the present section.

The number of free parameters will be calculated by adding the free parameters necessary to characterize the complete orthonormal set $\nu_{1 k}, v_{\omega k}$ and the $\omega$, and subtracting the number of parameters contained in the transformations which alter the $v$ but leave $A$ unchanged. These were determined in the preceding section.

A complete orthonormal set in $n$ dimensions can be characterized by $2 n-1+(2 n-3)+\cdots+3+1=n^{2}$ parameters. The number of free parameters in the $\omega$ is just $\rho$. Hence, $n^{2}+\rho$ parameters are necessary to characterize the $v$ and the $\omega$.

A rotation in the $l$-dimensional space of the $v_{1 k}$ does not change $A$. The number of parameters of such a rotation is $\frac{1}{2} l(l-1)$. Similarly, a $2 m$-dimensional unitary simplectic transformation remains free for the vectors $v_{-11}, \cdots, v_{-1 m}, v_{-1 * 1}, \cdots, v_{-1 * m}$. The number of parameters of such a transformation is $m(2 m+1)$. Finally, an arbitrary unitary transformation of the vectors $v_{\omega 1}, v_{\omega 2}, \cdots$ leaves $A$ also unchanged if the conjugate complex transformation is applied to the vectors $v_{\omega * 1}, v_{\omega * 2}, \cdots$. The number of parameters in such a transformation is just the square of the corresponding $c$. Hence, the total number of free parame-
ters in the antiunitary transformation is

$$
\begin{align*}
p & =n^{2}+\rho-\frac{1}{2} l(l-1)-m(2 m+1)-\sum_{1}^{p} c_{r}^{2} \\
& =n^{2}-\frac{1}{2} l(l-1)-m(2 m+1)-\sum_{1}^{p}\left(c_{r}^{2}-1\right) \tag{42}
\end{align*}
$$

For even $n$, the number of parameters is just $n^{2}$ if all the characteristic values are complex and simple. Two invariant vectors decrease the number of parameters by 1 , two characteristic values -1 by 3 , if a complex characteristic value is doubly degenerate (the same then holds for the conjugate complex characteristic value) the number of parameters is also decreased by three.

The number of free parameters is also $n^{2}$ if $n$ is odd and there are $n-1$ simple complex characteristic values and one invariant vector. Multiplicities among the complex characteristic values and the presence of a characteristic value -1 (which is always at least double) reduce the number of free parameters as in the case of even $n$.

The fact that the number of parameters is $n^{2}$ in the general case could have been inferred from the possibility of representing an antiunitary transformation in the form (6), i.e., as the product of a unitary transformation and complex conjugation. The number of free parameters in an $n$-dimensional unitary transformation is just $n^{2}$. The decrease in the number of free parameters (by 3) caused by the presence of a single pair of characteristic values $\mathbf{- 1}$ is remarkable.

## 6.

The preceding results will now be formulated in the language of projection operators and thus extended to the case in which there is a continuous spectrum. However, the proofs, which are rather obvious, will be omitted.

Consider again the unitary operator $A=A^{2}$. If 1 and -1 belong to the point spectrum of $\Lambda$, denote the corresponding projection operators by $E_{1}$ and $E_{-1}$. The projection operator which belongs to an interval $J$ of the unit circle in the complex plane will be denoted by $E_{J .}$. All these projection operators are self-adjoint, commute with $\Lambda$ and with each other; the product of two of them is equal to the projection operator which corresponds to the intersection of the domains to which the two factors correspond. Furthermore,

$$
\begin{equation*}
\Lambda E_{1}=E_{1} \quad \Lambda E_{-1}=-E_{-1} \quad \lim \Lambda E_{J}=\omega E_{J} \tag{43}
\end{equation*}
$$

where the lim in the last equation indicates that $J$ is an infinitely narrow interval around $\omega$. We define the antiunitary operators

$$
\begin{equation*}
A_{1}=A E_{1} \quad A_{-1}=A E_{-1} \quad A_{J}=A E_{J} \tag{44}
\end{equation*}
$$

then

$$
\begin{equation*}
A=A_{1}+A_{-1}+\lim \sum A_{J} \tag{45}
\end{equation*}
$$

The $\lim$ again indicates that the intervals $J$ are infinitely narrow; they cover all the unit circle with the exceptions of the points 1 and -1 . The intervals $J$ will be assumed to lie either entirely in the upper half-plane, or entirely in the lower half-plane. The interval $J^{*}$ will be the conjugate complex of the interval $J$.
It is good to recall, for the rest of this discussion, that $A^{-1}$ is also an antiunitary operator and is, in fact, given by

$$
\begin{equation*}
A^{-1}=\Lambda^{-1} A=A \Lambda^{-1} \tag{46}
\end{equation*}
$$

$A$ transforms every projection operator into the projection operator which corresponds to the conjugate complex domain

$$
\begin{equation*}
A E_{1} A^{-1}=E_{1} \quad A E_{-1} A^{-1}=E_{-1} \quad A E_{J} A^{-1}=E_{J *} \tag{47}
\end{equation*}
$$

These equations can be given a variety of forms by combining them with (43) and (44). The most interesting of these forms gives the projection operators in
terms of the $A_{J}$. Thus

$$
\begin{equation*}
A_{1}^{2}=A E_{1} A E_{1}=E_{1} A^{2} E_{1}=E_{1} \Lambda E_{1}=E_{1}^{2}=E_{1} \tag{48}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
A_{-1}{ }^{2}=-E_{-1} \quad \lim A_{J} * A_{J}=\omega E_{J} . \tag{49}
\end{equation*}
$$

Whereas, if $J$ and $L$ do not overlap,

$$
\begin{equation*}
A_{L^{*}} A_{J}=0 \tag{50}
\end{equation*}
$$

These equations form a substitute for the equations involving the characteristic vectors $v$ of $A$. As an example, we show that $v_{-1 k}$ and $A v_{-1 k}$ are orthogonal or, in the present language, that $E_{-1} \varphi$ and $A E_{-1} \varphi$ are orthogonal for any $\varphi$

$$
\begin{align*}
&\left(E_{-1} \varphi, A E_{-1} \varphi\right)=\left(A^{2} E_{-1} \varphi, A E_{-1} \varphi\right) \\
&=\left(-E_{-1} \varphi, A E_{-1} \varphi\right)=0 \tag{51}
\end{align*}
$$

The second form follows from the antiunitary nature of $A$, the third from (43).
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#### Abstract

It is well known that one always can find as many orthogonal states (i.e., states between which the transition probability is zero) as the-Hilbert space has dimensions which are invariant under a given unitary transformation. The corresponding vectors are characteristic vectors of the unitary operator. In contrast, most antiunitary operators leave not more than one state invariant. However, if there are two orthogonal invariant states, a consideration of the states for which the transition probability is into both invariant states surely provides a distinction. In the antiunitary case, one of these states is also invariant, another one is transformed into an orthogonal state, the rest are in between. In the unitary case, the transition probability between original state and transformed state is the same for all states for which the transition probability is $\frac{3}{3}$ into two orthogonal states. This provides a "directly observable" distinction between unitary and antiunitary transformations.


## 1.

THE invariance transformations of quantum mechanics are transformations in a complex Hilbert space which leave the absolute value of the scalar product of any two vectors $\varphi, \psi$ invariant:

$$
\begin{equation*}
|(\varphi, \psi)|=|(T \varphi, T \psi)| . \tag{1}
\end{equation*}
$$

The reason for the invariance of (1) is that this absolute value (or, rather, its square) is, according to the usual physical interpretation of quantum mechanics, operationally meaningful: It is the transition probability between the two states characterized by the two vectors $\varphi$ and $\psi$. It is well known that the transformations $T$ which satisfy (1) fall into one of two categories: They can be unitary or antiunitary.

The last statement should be formulated more precisely. The physical state does not determine the state vector $\varphi$ completely, all multiples of $\varphi$ (the whole "ray of $\varphi$ ") describe the same state. It is customary and useful to normalize the state vectors, i.e., to choose a vector from the ray of $\varphi$ which is normalized,

$$
\begin{equation*}
(\varphi, \varphi)=1 . \tag{2}
\end{equation*}
$$

Even then, a phase factor (i.e., a factor of modulus 1) remains free in $\varphi$. The same applies to the transformed state, the ray of $T \varphi$. Note that (1) remains valid if $\varphi, \psi, T \varphi$, and $T \psi$ are multiplied by arbitrary phase factors. The precise formulation of the statement at the end of the preceding paragraph stipulates the possibility of a certain choice of the state vector from the ray of the transformed state, which corresponds to any choice of a state vector $\varphi$ from the ray of the original state. The choice referred to therefore replaces the physically given ray correspondence by a vector correspondence. The theorem states that the choice can be made either in such a way that for any two state vectors $\varphi, \psi$ and any two numbers $a$ and $b$,

$$
T(a \varphi+b \psi)=a T \varphi+b T \psi \quad \text { and } \quad(\varphi, \psi)=(T \varphi, T \psi)
$$

(unitary case), or in such a way that

$$
\begin{equation*}
T(a \varphi+b \psi)=a^{*} T \varphi+b^{*} T \psi \text { and }(\varphi, \psi)=(T \psi, T \varphi) . \tag{3b}
\end{equation*}
$$

In the latter case $T$ (and also the ray correspondence from which it derives) is called antiunitary.

It is easy to show, by abstract reasoning, that no transformation can fall into both classes, i.e., that if the choice of $T \varphi$ from its ray can be made in such a way that (3a) becomes valid, it cannot be made in such a way that (3b) becomes valid, and conversely.
It follows that it must be possible to ascertain the unitary or antiunitary nature of a transformation by considering only transition probabilities, i.e., absolute values of scalar products. However, it may be of some interest to spell this out in detail, and it is the aim of the present article to do this. Use will be made, for this purpose, of the normal form of antiunitary operators obtained in the preceding article. ${ }^{1}$ Similarly, the unitary operators will be described by their characteristic values and the corresponding characteristic vectors.
We note for further reference that if $\varphi$ and $\psi$ are normalized state vectors, they represent the same state if $\varphi=\omega \psi$ with an arbitrary $\omega$ of modulus 1 . In this case $|(\varphi, \psi)|=1$. On the other hand, if

$$
\begin{equation*}
(\varphi, \psi)=0 \tag{4}
\end{equation*}
$$

$\varphi$ and $\psi$ represent states which have, at least in some respect, opposite properties. If (4) holds for two states, we call them orthogonal: The transition probability between them is zero. Orthogonality is, therefore, an operationally verifiable relation between two states. The number of the mutually orthogonal states is equal to the dimension of the underlying Hilbert space. We shall assume henceforth that this is larger than 1.

[^40]2.

Let us consider, first, the states which are left unchanged by the transformation. For these,

$$
\begin{equation*}
T \varphi=\omega \varphi \tag{5}
\end{equation*}
$$

and we shall call them invariant states. If $T$ is unitary, $\varphi$ is one of its characteristic vectors. It follows that there is at least one set of mutually orthogonal states which contains as many members as any set of mutually orthogonal states contains. In particular, unless there are at least two orthogonal invariant states, the symmetry operator cannot be unitary and must be, therefore, antiunitary.

If the spectrum of the unitary operator is simple, the invariant states are isolated, but if it has a characteristic value of multiplicity $l$, the corresponding invariant states form a continuous manifold with $2 l-2$ parameters. The characteristic functions have $l$ complex or $2 l$ real parameters but the normalization condition subjects these to one real equation and one real parameter, characterizing the phase factor, is physically meaningless.

Let us consider now an antiunitary transformation. We decompose the state vector into the invariant and characteristic vectors of the operator $T$

$$
\begin{equation*}
\varphi=\sum_{k} a_{k} v_{l k}+\sum_{\omega k} b_{\omega k} v_{\omega k} . \tag{6}
\end{equation*}
$$

If $T \varphi=\omega^{\prime} \varphi$ (i.e., $\varphi$ is an invariant state), we can consider $\varphi^{\prime}=\omega^{\prime \frac{1}{2}} \varphi$ and have

$$
\begin{equation*}
T \varphi^{\prime}=\left(\omega^{\prime \frac{1}{2}}\right)^{*} T \varphi=\left(\omega^{\frac{1}{2}}\right)^{*} \omega \varphi=\left(\omega^{\prime \frac{1}{2}}\right)^{*} \varphi=\varphi^{\prime} \tag{7}
\end{equation*}
$$

Since $\varphi$ and $\omega^{\frac{1}{2}} \varphi$ represent the same state, it suffices, in the antiunitary case, to find those state vectors for which

$$
\begin{equation*}
T \varphi=\varphi \tag{8}
\end{equation*}
$$

Since, for the $\varphi$ of (6)

$$
\begin{align*}
T \varphi & =\sum a_{k}^{*} v_{1 k}+\sum b_{\omega k}^{*}\left(\omega^{\frac{1}{2}}\right)^{*} v_{\omega * k} \\
& =\sum a_{k}^{*} v_{1 k}+\sum b_{\omega^{*} k}^{*} \omega^{\frac{1}{1}} v_{\omega k}, \tag{9}
\end{align*}
$$

$\varphi$ will satisfy (8) if

$$
\begin{equation*}
a_{k}=a_{k}{ }^{*} \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
\omega^{\frac{1}{2}} b_{\omega^{*} k} *=b_{\omega k} \tag{11}
\end{equation*}
$$

Since (11) must hold for all $\omega$ and all $k, \omega$ can be replaced therein by $\omega^{*}$ to give

$$
\begin{equation*}
\left(\omega^{*}\right)^{\frac{1}{2}} b_{\omega k} *=b_{\omega^{*} k} \quad \text { or } \quad b_{\omega^{*} k} *=\omega^{\frac{t}{t}} b_{\omega k} \tag{12}
\end{equation*}
$$

Insertion of the latter expression into (11) gives

$$
\begin{equation*}
\omega b_{\omega k}=b_{\omega k} \quad \text { or } \quad b_{\omega k}=0 \tag{13}
\end{equation*}
$$

since $\omega \neq 1$. It follows that if the symmetry operator is antiunitary, the invariant states can be described by invariant vectors, i.e., by real linear conbinations of the $v_{1 k}$.

It follows that the structure of the set of invariant states is, in general, very different for unitary and antiunitary operators. An antiunitary operator may have no invariant state, or it may have only one. However, no matter how many invariant states it has, they form a continuous manifold each member of which can be changed continuously into any other. If the antiunitary operator has $n$ orthogonal invariant vectors, the manifold of invariant states is an $n-1$ dimensional continuous manifold. Its state vector can be described by $n$ real coefficients the sum of the squares of which is 1 . There is no arbitrary phase factor in this case because (8) already determines the phase factor.

## 3.

The number and topological properties of the invariant states actually permit a phenomenological distinction between unitary and antiunitary transformations. The following distinction is, however, more direct.

Consider two orthogonal invariant states, $\varphi_{1}$ and $\varphi_{2}$. If there are no such, the transformation is surely antiunitary. Next, consider the states for which the transition probability is $\frac{1}{2}$ into both $\varphi_{1}$ and $\varphi_{2}$. The state vectors of these states are

$$
\begin{equation*}
\psi_{\alpha}=2^{-\frac{1}{i}}\left(\varphi_{1}+e^{i \alpha} \varphi_{2}\right) \tag{14}
\end{equation*}
$$

Consider finally the transition probability of these states into the states $T \psi_{\alpha}$,

$$
\begin{equation*}
P(\alpha)=\left|\left(\psi_{\alpha}, T \psi_{\alpha}\right)\right|^{2} \tag{15}
\end{equation*}
$$

If $T$ is unitary,

$$
\begin{equation*}
T \psi_{\alpha}=2^{-\frac{1}{2}}\left(\omega_{1} \varphi_{1}+e^{i \alpha} \omega_{2} \varphi_{2}\right) \tag{16}
\end{equation*}
$$

and the transition probability becomes

$$
\begin{align*}
P(\alpha) & =\frac{1}{4}\left|\left(\varphi_{1}+e^{i \alpha} \varphi_{2}, \omega_{1} \varphi_{1}+e^{i \alpha} \omega_{2} \varphi_{2}\right)\right|^{2}=\frac{1}{4}\left|\omega_{1}+\omega_{2}\right|^{2} \\
& =\frac{1}{2}\left(1+\operatorname{Re} \omega_{1} \omega_{2}^{*}\right) . \tag{17}
\end{align*}
$$

It is independent of $\alpha$, i.e., the same for all the states $\psi_{\alpha}$ with transition probabilities $\frac{1}{2}$ into $\varphi_{1}$ and $\varphi_{2}$.

Let us assume next that $T$ is antiunitary. In this case

$$
\begin{equation*}
T \psi_{\alpha}=2^{-\frac{1}{2}}\left(\varphi_{1}+e^{-i \alpha} \varphi_{2}\right) \tag{18}
\end{equation*}
$$

and the transition probability becomes

$$
\begin{align*}
P(\alpha) & =\frac{1}{4}\left|\left(\varphi_{1}+e^{i \alpha} \varphi_{2}, \varphi_{1}+e^{-i \alpha} \varphi_{2}\right)\right|^{2}=\frac{1}{4}\left|1+e^{-2 i \alpha}\right|^{2} \\
& =\frac{1}{2}(1+\cos 2 \alpha) \tag{19}
\end{align*}
$$

It varies, for the states in question, between 0 and 1.
The preceding argument can yet be greatly generalized. In the unitary case, if the transition probabilities into $n$ orthogonal invariant states $\varphi_{1}, \varphi_{2}, \cdots, \varphi_{n}$ are prescribed to be $r_{1}{ }^{2}, r_{2}{ }^{2}, \cdots, r_{n}{ }^{2}$ so
that

$$
\begin{equation*}
\sum r_{k}^{2}=1, \tag{20}
\end{equation*}
$$

the general form of the state vector is

$$
\begin{equation*}
\psi_{\alpha_{1}} \cdots \alpha_{n}=\sum r_{k} e^{i \alpha_{k}} \varphi_{k} \tag{21}
\end{equation*}
$$

with arbitrary $\alpha_{1}, \cdots, \alpha_{n}$. Nevertheless, the transition probability from any of these $\psi_{\alpha_{1}} \cdots \alpha_{n}$ into the corresponding $T \psi_{\alpha_{1}} \cdots \alpha_{n}$ is the same, namely,

$$
\begin{align*}
\mid\left(\psi_{\alpha_{1}} \cdots \alpha_{n}, T \psi \alpha_{1} \cdots \alpha_{n}\right) & \left.\right|^{2} \\
& =\left|\left(\sum r_{k} e^{i \alpha_{k}} \varphi_{k}, \sum r_{k} e^{i \alpha_{k}} \omega_{k} \varphi_{k}\right)\right|^{2} \\
& =\left|\sum r_{k} \omega_{k}\right|^{2} \tag{22}
\end{align*}
$$

In the antiunitary case, on the other hand,

$$
\begin{equation*}
T \psi_{\alpha_{1}} \cdots \alpha_{n}=\sum r_{k} e^{-i \alpha_{k}} \varphi_{k} \tag{23}
\end{equation*}
$$

and the transition probability becomes

$$
\begin{equation*}
\left|\left(\psi_{\alpha_{1} \cdots \alpha_{n}}, T \psi_{\alpha_{1}} \cdots \alpha_{n}\right)\right|^{2}=\left|\sum r_{k}^{2} e^{-2 i \alpha_{k}}\right|^{2} \tag{24}
\end{equation*}
$$

Unless one of the $r_{k}{ }^{2}$ is larger than $\frac{1}{2}$, this still will assume every value between 0 and 1 for suitably chosen $\alpha$.

The striking difference in the relation of the original and transformed states to each other shows particularly clearly how definite the relations in question are in either case.
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#### Abstract

Since irreducible tensorial sets that represent observables are of integral degree, their transformations under coordinate rotations have real representations. Real representations, with rows and columns classified by eigenvalues of the commuting operators $J_{z}{ }^{2}$ and $\exp \left(i \pi J_{y}\right)$, are given explicitly, so that complex functions of rotation angles need not be used. The addition of angular momenta is worked out for sets in the real representation such as the sets of real orbital wave functions. Applications to the theory of angular distributions are discussed.


## 1. INTRODUCTION

T${ }^{1}$ HE quantum theory of the coupling and recoupling of angular momenta constitutes an extension of vector algebra which has applications in macroscopic as well as in atomic and nuclear physics. The elements of this algebra have been called "irreducible tensorial sets" in a recent publication. ${ }^{1}$ (Eigenstates of an atomic system with a given angular momentum quantum number $j$ and different magnetic quantum numbers $m$ constitute a typical example of irreducible tensorial set of $2 j+1$ elements and of "degree" $j$.) In the same reference it was emphasized that calculations with tensorial sets can be carried to their final analytical result treating each set as a unit, as a vector is usually treated; that is, without considering explicitly the individual elements of the sets or their transformation law under coordinate rotations. Set elements and their transformations become relevant when a final result, for example an angular distribution of nuclear radiation, has to be evaluated numerically. Thus, even though irreducible sets can be expressed in different alternative representations, related to one another by unitary matrices, the choice of a specific representation may become relevant only at the last stage of a calculation.
In accordance with current practice of quantum physics, FR ${ }^{1}$ considered primarily a "standard" representation of irreducible sets in which each set element is an eigenstate of coordinate rotations about the $z$ axis, and therefore gets merely multiplied by $\exp (\operatorname{im} \varphi)$ under such rotations. This standardization causes the transformation law-which is an irreducible representation of the rotation group-to be complex. Complex transformations are unavoidable when one deals with the wave functions of Fermi particles, but it should be noticed that no wave functions appear in the final results of many calculations with tensorial sets. Final results involve probabilities rather than probability amplitudes and often take the form of invariant products of tensorial sets of integral degree, which represent observables, such as, e.g., the response characteristics of a polarimeter. Tensorial sets of integral degree and their transformations under coordinate rotations

[^41]which relate, e.g., the orientations of different parts of an experimental arrangement can be expressed in real form. This possibility should enable physicists to apply the results of analytical calculations without any use of complex numbers.
It may therefore be worthwhile to describe the characteristics of real irreducible tensorial sets and the explicit form of their transformation law. Examples of irreducible real sets of degree $l$ are the set of real components of the electric $2^{l}$-pole moment of a system of charges and the set of $2 l+1$ spherical harmonics $\mathcal{P}_{l m}(\theta) \cos m \varphi$, $\mathscr{P}_{l m}(\theta) \sin m \varphi$. It is perhaps a curious historical accident that the properties of these sets do not seem to have been described systematically thus far.
Irreducible sets in "standard" form have a simple structure, in that each of their elements is classified by an eigenvalue of the infinitesimal rotation operator $J_{z}$. It is the diagonalization of this operator that causes the transformation under rotations about the $z$ axis, represented by the operator $\exp \left(i \varphi J_{z}\right)$, to be complex. To analyze the structure of real sets with real transformations, we shall have to diagonalize two different operators rather than a single one, so that two quantum numbers will be required to classify each element of a real set. As a compensation, the new scheme of classification emphasizes reflection symmetries that tend to be overlooked in the standard formulation and reduces the matrices of rotations about the $y$ axis to pairs of separate submatrices.

Our first task will consist of providing a suitable classification for the elements of a real set (Sec. 2). As a next step, the unitary matrix $Q$ will be constructed that serves to transform standard (or contrastandard) sets of integral degree into a "real-standard" form, or vice versa (Sec. 3). This matrix will then be applied to the transformation law of irreducible sets under coordinate rotations (i.e., to the irreducible representations of the rotation group) to convert them from their usual standard form into a real-standard form (Sec. 4). Finally, it will be shown in Sec. 5 how irreducible products of irreducible real sets are constructed by means of Wigner coefficients transformed by the matrix $Q$. (This procedure enables one, e.g., to carry out the addition of orbital momenta of atomic particles starting from real
wave functions.) Some applications will be discussed in Sec. 6.
The material thus developed may be regarded as a complement to Chaps. 5-7 of FR. The treatment of multiple coupling and recoupling of irreducible sets in the following chapters of FR applies equally to irreducible sets in different representations. The results should be particularly relevant to applications of Chap. 19 of FR.

## 2. QUANTUM NUMBERS

Since the elements of an irreducible tensorial set experience a linear transformation (called " $r$-transformation" in FR, Chap. 2) when the system of space coordinates rotates, there is a one-to-one correspondence between the set elements and the rows or columns of the $r$-transformation matrices. It is convenient to study first the structure of these matrices, and in particular of the related Hermitian matrices $J_{x}, J_{y}$, and $J_{z}$ pertaining to infinitesimal rotations, and then to classify the tensorial set elements accordingly (FR, Chap. 3 and Appendix B). Owing to the commutation laws $J_{x} J_{y}-J_{y} J_{x}=i J_{z}$, etc., any two of these matrices determine the third one; in particular, if two of the matrices are imaginary the third one is imaginary too. We shall focus on $J_{y}$ and $J_{z}$ since a general rotation is expressed in terms of Euler angles by the product of operators $\exp \left(i \psi J_{z}\right) \exp \left(i \theta J_{y}\right) \exp \left(i \varphi J_{z}\right)$.

As pointed out in the foregoing, the matrix $J_{z}$ cannot be diagonal and different from zero in a real representation, because the $r$-transformation matrix $\exp \left(i \varphi J_{z}\right)$ would then be complex. Indeed, all three matrices $J_{x}$, $J_{y}, J_{z}$ must be imaginary in a real representation (FR, Appendix C). Now, if $J_{z}$ is imaginary, $J_{z}{ }^{2}$ will be real. Therefore $J_{z}{ }^{2}$ can be real in a real representation. We shall consider in this paper a real-standard representation in which $J_{z}{ }^{2}$ is diagonal and in which its eigenvalues are indicated by $\mathrm{m}^{2}$. When one deals with irreducible sets of integral degree $l$ and with $J_{z}$ diagonal, the eigenvalues of $J_{z}$ run from $-l$ to $l$. Therefore, $J_{z}{ }^{2}$ has $l$ doubly degenerate eigenvalues $\mathrm{m}^{2}$, where m is an integer between 1 and $l$, and the nondegenerate eigenvalue $\mathrm{m}^{2}=0$. Accordingly, we shall use m as a "quantum number," i.e., as an index to label the elements of a realstandard irreducible set. A single set element will be labeled with $\mathrm{m}=0$ and $l$ pairs of elements with each of the other values of $m$. Thereby, the element with $m=0$ is completely identified; this element is also an eigenvector of $J_{z}$, corresponding to $J_{z}=0$, and remains invariant under coordinate rotations about the $z$ axis.
An additional index is required to distinguish the set elements of each pair with $m \neq 0$. This index must be an eigenvalue of an operator that commutes with $J_{z}{ }^{2}$. One such operator is $\exp \left(i \pi J_{\psi}\right)$, which represents a rotation of $180^{\circ}$ about the $y$ axis, and therefore changes $J_{z}$ into $-J_{z}$. Since $\left[\exp \left(i \pi J_{y}\right)\right]^{2}=1$, for a set of integral degree, $\exp \left(i \pi J_{\nu}\right)$ has only the two eigenvalues $\pm 1$. That is, $\exp \left(i \pi J_{y}\right)$ represents a parity operation.

The single set element with $\mathrm{m}=0$ has the same parity with respect to $\exp \left(i \pi J_{y}\right)$ as the element with $J_{z}=0$ of a standard set of the same order. This parity is $(-1)^{l}$ (see FR, p. 23). We shall classify the elements of a real standard set with $\mathrm{m} \neq 0$ according to their parity relative to that of the element with $\mathrm{m}=0$. That is, we represent the eigenvalues of $\exp \left(i \pi J_{y}\right)$ in the form $(-1)^{l} P$, where $P= \pm 1$ serves as a parity quantum number.

A real-standard set of degree $l$ will be indicated by a boldface Roman letter with a superior index, e.g., $\mathbf{a}^{(l)}$, and its individual elements by the corresponding nonboldface letter with subscripts m and $P$,

$$
\begin{equation*}
\mathrm{a}^{(l)}{ }_{\mathrm{m} P} \tag{1}
\end{equation*}
$$

where $P= \pm 1$ for $\mathrm{m} \neq 0$ and $P=1$ for $\mathrm{m}=0$. The index $P$ may be indicated simply by + or - , if convenient, and may be omitted for $\mathrm{m}=0$.

The coordinate rotation represented by $\exp \left(i \pi J_{y}\right)$ is related to coordinate reflections. The operation $I$ of coordinate inversion (i.e., reflection at the origin) combined with $\exp \left(i \pi J_{y}\right)$ yields a reflection on the $x z$ plane,

$$
\begin{equation*}
R_{x z}=I \exp \left(i \pi J_{y}\right) . \tag{2}
\end{equation*}
$$

A tensorial set of degree $l$ constructed as the product of $l$ polar vectors has the parity $I=(-1)^{l}$. The elements of this set have then the parity $R_{x z}=(-1)^{l}(-1)^{l} P=P$. In general an element of a real-standard set has parity $\pm P$ with respect to $R_{x z}$ according to whether $I= \pm(-1)^{2}$. When the lower sign obtains, as it does for the sets of components of axial vectors, the set might be said to be of "pseudodegree" $l$, in analogy with the fact that axial vectors are called pseudovectors.

Notice that the operators $J_{z}{ }^{2}$ and $\exp \left(i \pi J_{y}\right)$ commute, respectively, with the operators $\exp \left(i \varphi J_{z}\right)$ and $\exp \left(i \theta J_{y}\right)$, which represent rotations about the $z$ and $y$ axes. Therefore m and $P$ are, respectively, "good" quantum numbers under these separate operations. This is important because any rotation is usually resolved into a sequence of Euler angle rotations about these two axes. That is, the matrix $\exp \left(i \varphi J_{z}\right)$ reduces to $l$ submatrices corresponding to the eigenvalues of $J_{2}{ }^{2}$ and the matrix $\exp \left(i \theta J_{y}\right)$ to two submatrices corresponding to the two eigenvalues of $\exp \left(i \pi J_{y}\right)$.

## 3. MATRIX $Q^{(n)}$

In this section we construct the matrix $Q^{(l)}$ that transforms a standard set of degree $l$ into a realstandard one as indicated by the formula

$$
\begin{equation*}
\mathbf{a}^{(l)}=Q^{(l)} \mathfrak{a}^{(l)} . \tag{3}
\end{equation*}
$$

A contrastandard set (see FR, pp. 22-23) is transformed according to the corresponding formula

$$
\mathbf{b}^{(l)}=Q^{(l) *} \mathbf{b}^{[l]}=\mathfrak{b}^{[l]} Q^{(l)-1} .
$$

Each row of $Q^{(l)}$ is labeled by a pair of values of the two quantum numbers $\mathrm{m}, P$, except that $P$ is automatically +1 and may be omitted when $m=0$. Each
column could be labeled by a value of the single quantum number $m$ which is an eigenvalue of $J_{z}$ and identifies an element of a standard or contrastandard set. However, since $J_{z}{ }^{2}$ is also diagonal when $J_{z}$ is, we may set

$$
\begin{equation*}
m=S \mathrm{~m}, \quad S= \pm 1 \tag{4}
\end{equation*}
$$

where $\mathrm{m}^{2}$ is an eigenvalue of $J_{z}{ }^{2}$. Each column of $Q^{(l)}$ will then also be labeled with a pair of values of the two quantum numbers $\mathrm{m}, S$, except that $S$ is automatically +1 and may be omitted when $\mathrm{m}=0$.
Since the elements of both standard and real-standard sets are eigenvectors of $J_{2}{ }^{2}$, the matrix $Q^{(l)}$ commutes with $J_{z}{ }^{2}$ and accordingly reduces to submatrices, one for each value of m . The single elements with $m=\mathrm{m}=0$ of a standard set is only multiplied by a phase factor $N_{t}$ when the set is transformed by $Q^{(l)}$. It will be seen that the whole matrix depends on $l$ only through this factor, so that we have

$$
\begin{equation*}
\left(\mathrm{m}^{\prime} P\left|Q^{(l)}\right| \mathrm{m} S\right)=N_{l}(P \mid S)^{(\mathrm{m})} \delta_{\mathrm{m}^{\prime} \mathrm{m}} \tag{5}
\end{equation*}
$$

where $(P \mid S)^{(\mathrm{m})}$ indicates a unitary $2 \times 2$ matrix for $\mathrm{m} \neq 0$, but is just 1 for $\mathrm{m}=0$, and where $\left|N_{l}\right|^{2}=1$.
To complete the calculation of the matrix $Q^{(l)}$ it suffices to specify a set of spherical harmonics $\mathbf{Y}^{(l)}(\theta, \varphi)$ that shall be regarded as real-standard and observe how it relates to the contrastandard $\boldsymbol{V}^{[1]}(\theta, \varphi)$ described in FR, p. 25. There is some arbitrariness in the choice of the relative sign of the different elements of $\mathbf{Y}^{(l)}(\theta, \varphi)$. Our choice will be such that the three elements of $\mathbf{Y}^{(1)}(\theta, \varphi)$ coincide with the Cartesian components of a unit vector in the direction $(\theta, \varphi)$. Indicating the two values of $P$ simply by + or - , we set

$$
\begin{align*}
& \mathrm{Y}^{(l)}{ }_{\mathrm{m}+}(\theta, \varphi)=\pi^{-\frac{1}{2} \rho_{l \mathrm{~m}}}(\theta) \cos \mathrm{m} \varphi,  \tag{6a}\\
& \mathrm{Y}^{(l){ }_{\mathrm{m}-}(\theta, \varphi)}=\pi^{-\frac{1}{2} \mathcal{P}_{\mathrm{lm}}(\theta) \sin \mathrm{m} \varphi, ~}  \tag{6b}\\
& \mathrm{Y}^{(l)}{ }_{0}(\theta, \varphi)=(2 \pi)^{-\frac{t}{2}} \mathrm{P}_{l 0}(\theta) \\
& =[(2 l+1) / 4 \pi]^{2} P_{l}(\cos \theta), \tag{6c}
\end{align*}
$$

where the $\mathscr{P}_{l \mathrm{~m}}$ are the associated Legendre polynomials normalized according to Bethe. ${ }^{2}$ Since the contrastandard harmonics of FR are

$$
\mathfrak{Y}^{[l]_{m}}=i^{l}(-1)^{m}(2 \pi)^{-\frac{1}{2}} P_{l m}(\theta) \exp (i m \varphi)
$$

[where the factor $(-1)^{m}$ stems from the CondonShortley normalization], and since ( $3^{\prime}$ ) implies that $y^{[l]}=\mathbf{Y}^{(l)} Q^{(l)}$, the matrix $Q^{(l)}$ is easily seen to be given by (5) with
$N_{l}=i^{l}, \quad(P \mid S)^{(\mathrm{m})}=\sqrt{\frac{1}{2}}\left|\begin{array}{ll}(-1)^{\mathrm{m}} & 1 \\ (-1)^{\mathrm{m}} i & -i\end{array}\right|$

## 4. r-TRANSFORMATIONS

The real-standard $r$-transformation matrix of degree $l$ is given by $Q^{(l)} \mathfrak{D}^{(l)} Q^{(l)-1}$, where $\mathfrak{D}^{(l)}$ is the standard matrix on page 22 of FR and $Q^{(l)}$ is given by (5) and (7).

[^42]Any $r$-transformation matrix expressed as a function of Euler angles factors out (see, e.g., FR, p. 140) in the form

$$
\begin{equation*}
D(\psi, \theta, \varphi)=e^{i \psi J_{x} e^{i \theta J_{y}} e^{i \varphi J_{z}} .} \tag{8}
\end{equation*}
$$

The first and last factors of this expression are trivially simple only in the representations where $J_{z}$ is diagonal. Therefore we shall transform each factor of (8) separately.

As a preliminary it may be worthwhile to write the real-standard forms of $J_{z}$ and $J_{y}$. From Eq. (5.1) of FR and from (5) and (7) of the foregoing, we find

$$
\begin{align*}
& \left(\mathrm{m}^{\prime} P^{\prime}\left|J_{z}\right| \mathrm{m} P\right) \\
& =\sum_{S^{\prime} S}\left(P^{\prime} \mid S^{\prime}\right)^{\left(\mathrm{m}^{\prime}\right)}\left(\mathrm{m}^{\prime} S^{\prime}\left|J_{z}\right| \mathrm{m} S\right)(S \mid P)^{(\mathrm{m})} \\
& =\sum_{S}\left(P^{\prime} \mid S\right)^{(\mathrm{m})} S \mathrm{~mm}(S \mid P)^{(\mathrm{m})} \delta_{\mathrm{m}^{\prime} \mathrm{m}} \\
& \quad=i \mathrm{~m} P \delta_{\mathrm{m}^{\prime} \mathrm{m} \delta_{-P^{\prime} P},}, \text { for } \mathrm{m} \neq 0, \tag{9}
\end{align*}
$$

$$
\begin{align*}
& \left(\mathrm{m}+1, P^{\prime}\left|J_{\nu}\right| \mathrm{m} P\right) \\
& \quad=\sum_{S^{\prime} S}\left(P^{\prime} \mid S^{\prime}\right)^{(\mathrm{m}+1)}\left(\mathrm{m}+1, S^{\prime}\left|J_{y}\right| \mathrm{m} S\right)(S \mid P)^{(\mathrm{m})} \\
& =\sum_{\left(P^{\prime} \mid S\right)^{(\mathrm{m}+1)}(-i S) \frac{1}{2}[l(l+1)-\mathrm{m}(\mathrm{~m}+1)]^{\frac{1}{2}}(S \mid P)^{(\mathrm{m})}} \quad=i \frac{1}{2}[l(l+1)-\mathrm{m}(\mathrm{~m}+1)]^{\ddagger} \delta_{P^{\prime} P}, \text { for } \mathrm{m} \neq 0, \quad \text { (10a) }
\end{align*}
$$

$\left(1 P\left|J_{y}\right| 0\right)$

$$
\begin{equation*}
=\sum(P \mid S)^{(1)}\left(1 S\left|J_{v}\right| 0\right)=i\left[\frac{1}{2} l(l+1)\right]^{1} \delta_{P 1} . \tag{10b}
\end{equation*}
$$

All other elements of these matrices vanish or are Hermitian conjugates of those given here. ${ }^{8}$

It follows readily from (9) that a coordinate rotation by an angle $\psi$ about the $z$ axis is represented by the realstandard $r$-transformation matrix

$$
\begin{align*}
& \left(\mathrm{m}^{\prime} P^{\prime}\left|e^{i \psi J_{z}}\right| \mathrm{m} P\right) \\
& \quad=\delta_{\mathrm{m}^{\prime} \mathrm{m}}\left[\delta_{P^{\prime} P} \cos m \psi-\delta_{-P^{\prime} P} P \sin \psi \psi\right] . \tag{11}
\end{align*}
$$

Therefore this rotation transforms a real-standard set $\mathbf{a}^{(l)}$ into a set $\mathbf{a}^{(l)^{\prime}}$ whose elements are ${ }^{4}$

$$
\begin{equation*}
\left.\mathrm{a}^{(l)}\right)_{\mathrm{m} P}=\cos \mathrm{m} \psi \mathrm{a}^{(l)}{ }_{\mathrm{m} P}+P \sin m \psi \mathrm{a}^{(l)}{ }_{\mathrm{m}-P} \tag{A}
\end{equation*}
$$

The real-standard form of the matrix $\exp \left(i \theta J_{y}\right)$ will be obtained directly by transformation of the standard form whose elements are the functions $\mathfrak{d}^{(l)} \boldsymbol{m}^{\prime} \boldsymbol{m}(\theta)$ discussed in FR, Appendixes D-F. The d's with positive or

[^43]Table I. The matrices $\mathrm{d}^{(l)} \operatorname{mm}^{\prime} P(\theta)$ for $l=1,2,3$.

negative indices ( $m^{\prime}, m$ ) can be expressed in terms of those with positive indices only, evaluated at $\theta$ and $\pi-\theta$, utilizing the symmetry properties represented by Eqs. (D.24, 25) of FR. We have, for $\mathrm{m}^{\prime}, \mathrm{m} \neq 0$,

$$
\begin{align*}
& \left(\mathrm{m}^{\prime} S^{\prime}\left|e^{i \theta J_{y}}\right| \mathrm{m} S\right) \\
& \quad=\mathfrak{D}^{(l)} S^{\prime} \cdot \mathrm{m}^{\prime}, S \cdot \mathrm{~m}(\theta)=\delta_{S^{\prime} S^{\prime} S^{\mathrm{m}^{\prime}-\mathrm{m}^{\prime}} \mathfrak{D}^{(l)}{ }_{\mathrm{m}^{\prime} \mathrm{m}}(\theta)} \quad+(-1)^{l-\mathrm{m}} \delta_{-S^{\prime}, S} S^{\mathrm{m}^{\prime}-\mathrm{m} \mathfrak{D}^{(l)}{ }_{\mathrm{m}^{\prime} \mathrm{m}}(\pi-\theta)}
\end{align*}
$$

and, for $\mathrm{m}^{\prime}=0$,

$$
\begin{equation*}
\left(0\left|e^{i \theta J_{y}}\right| \mathrm{m} S\right)=\mathfrak{d}^{(l)}{ }_{0, S \cdot \mathrm{~m}}(\theta)=S^{\mathrm{m}} \mathfrak{d}^{(l)} 0, \mathrm{~m}(\theta) . \tag{12b}
\end{equation*}
$$

Transformation with the matrix $Q^{(l)}$ yields now

$$
\begin{align*}
& \left(\mathrm{m}^{\prime} P^{\prime}\left|e^{i \theta J_{y}}\right| \mathrm{m} P\right. \text { ) } \\
& =\delta_{P^{\prime} P} \mathrm{~d}^{(l)}{ }_{\mathrm{m}^{\prime} \mathrm{m} P}(\theta) \\
& =\delta_{P^{\prime} P}\left\{(-1)^{m^{\prime}-\mathrm{m}} \mathfrak{d}^{(l)} \mathrm{m}^{\prime} \mathrm{m}(\theta)+(-1)^{l} P \mathfrak{d}^{(l)} \mathrm{m}^{\prime} \mathrm{m}(\pi-\theta)\right\}, \\
& \text { for } m^{\prime}, m \neq 0 \text {, }  \tag{13a}\\
& \left(0\left|e^{i \theta J v}\right| \mathrm{m} P\right) \\
& =\delta_{P 1} \mathrm{~d}^{(l)}{ }_{0 \mathrm{~m}+}(\theta)=\delta_{P 1}(-1)^{\mathrm{m}} \sqrt{2} \mathfrak{D}^{(l)}{ }_{\mathrm{om}}(\theta) \\
& =\delta_{P 1}\left(\frac{4}{2 l+1}\right)^{\frac{1}{2}} \mathscr{\rho}_{l \mathrm{~m}}(\theta), \text { for } \mathrm{m} \neq 0, \tag{13b}
\end{align*}
$$

and finally

$$
\begin{equation*}
\left(0\left|e^{i \theta J}\right| 0\right)=\mathrm{d}^{(l)}{ }_{00}(\theta)=\mathfrak{d}^{(l)} 00(\theta)=P_{l}(\cos \theta) \tag{13c}
\end{equation*}
$$

These equations serve as definitions of the new functions $\mathrm{d}^{(l)}{ }_{m^{\prime} \mathrm{m} P}(\theta)$, in which the value of $P$ will be indicated by a + or - sign. According to (13), a coordinate
rotation by an angle $\theta$ about the $y$ axis transforms a real-standard set $\mathbf{a}^{(l)}$ into a set $\mathbf{a}^{(l)^{\prime}}$ whose elements are ${ }^{4}$

$$
\begin{equation*}
\mathrm{a}^{(l)} \mathrm{m}^{\prime} P^{\prime}=\sum_{\mathrm{m}} \mathrm{~d}^{(l)}{ }_{\mathrm{m}^{\prime} \mathrm{m} P}(\theta) \mathrm{a}^{(l)}{ }_{\mathrm{m} P} \tag{B}
\end{equation*}
$$

We have thus obtained separate transformation formulas for the set elements with different values of $P$, as anticipated in Sec. 2.
As a result of the factoring represented by (8), any real-standard $r$-transformation can be carried out by repeated application of Eqs. (A) and (B). Whereas (A) involves only sines and cosines, (B) involves the functions $\mathrm{d}^{(l)}{ }_{\mathrm{m}^{\prime} \mathrm{m} P}(\theta)$, which are defined by (13) in terms of the $\mathfrak{d}^{(l)}{ }_{\mathrm{m}^{\prime} \mathrm{m}}(\theta)$ and can be calculated using the algebraic expression for the $\mathfrak{d}^{(l)}$ on page 143 of FR. Table I gives the $\mathrm{d}^{(l)}{ }_{\mathrm{m}^{\prime} \mathrm{m} P}$ in terms of sines and cosines for $l=1,2$, and $3 .{ }^{5}$ Notice that the $\mathrm{d}^{(l)}$ have, like the $\mathfrak{b}^{(l)}$, the symmetry property ${ }^{6}$

$$
\begin{equation*}
\mathrm{d}^{(l)}{ }_{\mathrm{m} \mathrm{~m}^{\prime}}(\theta)=(-1)^{\mathrm{m}-\mathrm{m}^{\prime}} \mathrm{d}^{(l)}{ }_{\mathrm{m}^{\prime} \mathrm{m}}(\theta) \tag{14}
\end{equation*}
$$

[^44]
## 5. IRREDUCIBLE PRODUCTS

The concept of irreducible product of two irreducible tensorial sets (FR, Chap. 7) is, in essence, independent of the representation in which the set elements are specified. Accordingly, it applies to real-standard as well as to standard sets. However, the procedure for the actual construction of the elements of irreducible products has been described in FR and in other references only for standard or contrastandard sets. In order to construct irreducible products of real-standard sets one can convert these sets to their standard form, by means of the transformation $Q^{-1}$, take their product in accordance with FR, and then convert it back to realstandard form. We define, then, the irreducible product of degree $l$ of two real-standard sets $\mathbf{a}^{\left(l_{1}\right)}$ and $\mathbf{b}^{\left(L_{2}\right)}$ by

$$
\begin{align*}
{\left[\mathbf{a}^{\left(l_{1}\right)} \times \mathbf{b}^{\left(\left(_{2}\right)\right.}\right]^{(l)}=} & Q^{(l)}\left[\mathbf{a}^{\left(l_{1}\right)} \times \mathbf{b}^{\left(\left(_{2}\right)\right.}\right]^{(l)} \\
& =Q^{(1)}\left[Q^{\left(l_{1}\right)-1} \mathbf{a}^{\left(l_{1}\right)} \times Q^{\left(l_{2}\right)-1} \mathbf{b}^{\left(l_{2}\right)}\right]^{(l)} . \tag{15}
\end{align*}
$$

The construction of irreducible products of two standard sets, as described in FR, consists of reducing the elements of the reducible direct product set $a^{\left(l_{1}\right)_{m_{1}}} \mathfrak{b}^{\left({ }_{2}\right)_{m 2}}$ by means of a unitary transformation matrix $M$ which diagonalizes the operator $\mathbf{J}^{2}=\left(\mathbf{J}_{1}+\mathbf{J}_{2}\right)^{2}$. The elements of this matrix $M$ are the Wigner coefficients ( $l_{1} l_{2} l_{m} \mid l_{1} m_{1}, l_{2} m_{2}$ ). To construct the irreducible products (15) of real-standard sets directly we have to calculate the transformed matrix $Q^{(2)} M Q^{\left(1_{1}\right)-1} Q^{\left(2_{2}\right)-1}$. This matrix will reduce the direct product set $\mathrm{a}^{\left(l_{1}\right)_{\mathrm{m}_{1} P_{1}} \mathrm{~b}^{\left(l_{2}\right)} \mathrm{m}_{2} P_{2}}$.

We set, then,

$$
\begin{align*}
& {\left[\mathbf{a}^{\left(l_{1}\right)} \times \mathbf{b}^{\left(l_{2}\right)}\right]^{(l)_{\mathrm{m}} P}} \\
& \quad=\sum_{\mathrm{m}_{1} P_{1} \mathrm{~m}_{2} P_{2}\left(l_{1} l_{2} l \mathrm{~m} P \mid l_{1} \mathrm{~m}_{1} P_{1} l_{1} l_{2} \mathrm{~m}_{2} P_{2}\right)} \quad \times \mathrm{a}^{\left(l_{1}\right)_{\mathrm{m}_{1} P_{1}} b^{\left(l_{2}\right)}{ }_{\mathrm{m}_{2} P_{2}},}
\end{align*}
$$

where

$$
\begin{align*}
& \left(l_{l_{l} 2} \mathrm{~m} P \mid l_{1} \mathrm{~m}_{1} P_{1}, l_{2} \mathrm{~m}_{2} P_{2}\right) \\
& =N_{l} \sum s_{1} s_{1} s_{2}(P \mid S)^{(\mathrm{m})}\left(l_{1} l_{2 l} l S \mathrm{~m} \mid l_{l_{1}} S_{1} \mathrm{~m}_{1}, l_{2} S_{2} \mathrm{~m}_{2}\right) \\
& \quad \times\left(S_{1} \mid P_{1}\right)^{\left(\mathrm{m}_{1}\right)}\left(S_{2} \mid P_{2}\right)^{\left(\mathrm{m}_{2}\right)} N_{l_{1}}^{-1} N_{l_{2}}^{-1} . \tag{16}
\end{align*}
$$

The transformation coefficient on the right of (16) is a Wigner coefficient in which $S \mathrm{~m}= \pm \mathrm{m}$, etc. The result of the calculation indicated by (16) takes a somewhat different form depending on which among $m, m_{1}$, and $m_{2}$ is largest and on whether any of these numbers vanishes. It is
$\left(l_{1} l_{2} l \mathrm{~m} P \mid l_{1} \mathrm{~m}_{1} P_{1}, l_{2} \mathrm{~m}_{2} P_{2}\right)$

$$
\begin{align*}
= & \frac{1}{\sqrt{2}} \cos \left[\frac{\pi}{2}\left(l_{1}+l_{2}-l+\delta-P_{11}+\delta-P_{21}-\delta-P_{1}\right)\right] \\
& \times\left(l_{1} l_{2} l \mathrm{~m} \mid l_{1} \mathrm{~m}_{1}, l_{2} \mathrm{~m}_{2}\right), \text { for } \mathrm{m}>\mathrm{m}_{1}, \mathrm{~m}_{2}, \tag{16a}
\end{align*} \quad(16)
$$

$$
\begin{align*}
& =\frac{1}{\sqrt{2}} \cos \left[\frac{\pi}{2}\left(l_{1}+l_{2}-l-\delta-P_{1}+\delta-P_{21}-\delta-P_{1}+2 \mathrm{~m}_{1}\right)\right] \\
&  \tag{16c}\\
& \quad \times\left(l_{1} l_{2} l \mathrm{~m} \mid l_{1}-\mathrm{m}_{1}, l_{2} \mathrm{~m}_{2}\right) \text { for } \mathrm{m}_{2}>\mathrm{m}, \mathrm{~m}_{1}, \\
& =  \tag{16d}\\
& \cos \left[\frac{\pi}{2}\left(l_{1}+l_{2}-l+\delta-P_{11}-\delta-P_{1}\right)\right] \\
&  \tag{16e}\\
& \quad \times\left(l_{1} l_{2} l \mathrm{~m} \mid l_{1} \mathrm{~m}_{2}, l_{2} 0\right), \text { for } \mathrm{m}_{2}=0, \\
& =  \tag{16f}\\
& =\cos \left[\frac{\pi}{2}\left[\frac{\pi}{2}\left(l_{1}+l_{2}-l+\delta-l_{1}+l_{2}-l+\delta-P_{2}-\delta-P_{1}\right)\right]\right. \\
& \\
& \quad \times\left(l_{1} l_{2} l \mathrm{~m} \mid l_{1} 0, l_{2} \mathrm{~m}_{2}\right), \text { for } \mathrm{m}_{1}=0,
\end{align*}
$$

where the transformation coefficients on the right side are the ordinary Wigner coefficients. ${ }^{7}$

The cosine factor in Eqs. (16) equals $\pm 1$ or 0, and represents the effect of the selection rule that requires the transformation matrix elements to vanish unless they commute with $\exp \left(i \pi J_{\imath}\right)$; that is, unless

$$
\begin{equation*}
(-1)^{l} P=(-1)^{l_{1}+l_{2}} P_{1} P_{2} . \tag{17}
\end{equation*}
$$

For given values of $m, m_{1}$, and $m_{2}$ other than zero and for a given $P$, this selection rule allows two alternative pairs of values of $P_{1}, P_{2}$; the normalization factor $1 / \sqrt{2}$ in ( $16 \mathrm{a}-\mathrm{c}$ ) makes allowance for this alternative. No such alternative arises when one of the $m$ vanishes, since the corresponding $P$ is automatically 1.

The real-standard transformation matrix (16) enables one to reduce the set of components of any ordinary tensor of degree $n$, by the procedure indicated on page 41 of FR, without having to resort to an intermediate complex transformation. As an example we give here the result of the reduction of the set of nine components $T_{i k}(i, k=x, y, z)$ of a 2nd-degree tensor. This reduction parallels the construction of irreducible real-standard products $\left[\mathbf{a}^{(1)} \times \mathbf{b}^{(1)}\right]^{(l)}$, with $l=0,1,2$, of the sets of components of two vectors $a$ and $b$. Specifically, the component $T_{x y}$ of a tensor corresponds to the product $a_{x} b_{y}$ of vector components; it can therefore be indicated by $\mathrm{T}_{1+, 1-}$ just as $a_{x}$ and $b_{v}$ are indicated by $\mathrm{a}^{(1)}{ }_{1+}$ and $b^{(1)}{ }_{1-}$, respectively, according to the conventions of Sec. 2. The reduction of the tensor components proceeds then through the formula analogous to (C):

$$
\begin{align*}
& \mathrm{T}^{(l)} \mathrm{m}_{\mathrm{m} P}= \sum \mathrm{m}_{1} P_{1} \mathrm{~m}_{2} P_{2}(11 \mathrm{~m} P \mid \\
&\left.\mathrm{m}_{1} P_{1}, 1 \mathrm{~m}_{2} P_{2}\right)  \tag{18}\\
& \times T_{\mathrm{m}_{1} P_{1}, \mathrm{~m}_{2} P_{2}},
\end{align*}
$$

[^45]where $\mathrm{T}^{()_{\mathrm{m} P}}$ is a real-standard component of an irreducible tensor $\mathbf{T}^{(l)}$ of degree $l$ contained in the initial tensor with components $T_{i k}$. Entering in (18) the expressions (16) with the numerical values of the Wigner coefficients, one finds
\[

$$
\begin{gather*}
\mathrm{T}^{(2)}{ }_{2+}=2^{-\frac{1}{3}}\left(T_{x x}-T_{y y}\right), \quad \mathrm{T}^{(2)}{ }_{2-}=2^{-\frac{1}{2}}\left(T_{x y}+T_{y x}\right), \\
\mathrm{T}^{(2)}{ }_{1+}=2^{-\frac{1}{2}}\left(T_{x z}+T_{z x}\right), \quad \mathrm{T}^{(2)}{ }_{1-}=2^{-\frac{1}{2}}\left(T_{y z}+T_{z y}\right), \\
\mathrm{T}^{(2)}=6^{-\frac{1}{3}}\left(2 T_{z z}-T_{x x}-T_{y y}\right),  \tag{19}\\
\mathrm{T}^{(1)}{ }_{1+}=2^{-\frac{1}{2}}\left(T_{z y}-T_{y z}\right), \quad \mathrm{T}^{(1)}{ }_{1-}=2^{-\frac{1}{2}}\left(T_{x z}-T_{z x}\right), \\
\mathrm{T}^{(1)}{ }_{0}=2^{-\frac{1}{2}}\left(T_{y z}-T_{x y}\right), \\
\mathrm{T}^{(0)}{ }_{0}=3^{-\frac{1}{2}}\left(T_{x x}+T_{y y}+T_{z z}\right) .
\end{gather*}
$$
\]

The elements of the products of vector components $\left[\mathbf{a}^{(1)} \times \mathbf{b}^{(2)}\right]^{(1)}$ are obtained by replacing in (19) $T_{x x}$ by $a_{z} b_{x}$, etc. The numerical coefficients in (19) arise from the fact that the coefficients (16) constitute a unitary transformation. Notice, however, that the set of degree one $\left[\mathbf{a}^{(1)} \times \mathbf{b}^{(1)}\right]^{(1)}$ has a sign opposite to that of the components of the vector product $a \times b .{ }^{8}$ The reduction of the sets of components of $n$th degree ordinary tensors, with $n>2$, proceeds by repeated application of (18) to successive pairs of tensor indices, in analogy with the construction of irreducible multiple products of $n$ irreducible sets of degree 1 in Chap. 8 of FR.

## 6. APPLICATIONS

It was emphasized in FR, Chaps. 6 and 19, that functions of the mutual orientation of two systems are often conveniently expanded into invariant products of pairs of tensorial sets pertaining to the two systems. Each set is conveniently defined in a frame of reference attached to the system to which it pertains, and each product contains accordingly an $r$-transformation matrix that relates the orientations of the two systems. Thus the potential energy of a system of electric charges in a potential field $V(r, \theta, \varphi)$ is expressed by Eq. (6.15) of FR in the form

$$
\begin{equation*}
U=\sum_{l} \mathfrak{M}^{[l]} \mathfrak{D}^{(l)}(\psi, \theta, \varphi) \mathfrak{A}^{(l)} \tag{20}
\end{equation*}
$$

where $\mathbb{P}^{[l]}$ is a contrastandard set of components of the $2^{l}$-pole moment of the charges, $\mathfrak{A l}^{(l)}$ a set of coefficients of the expansion of $V$ into contrastandard spherical harmonics $[4 \pi /(2 l+1)]^{[10}{ }^{[l]}(\theta, \varphi)$, and $\mathfrak{D}^{(l)}$ pertains to the coordinate rotation from axes ( $x y z$ ) pertaining to the field to axes ( $x^{\prime}, y^{\prime}, z^{\prime}$ ) pertaining to the system of charges. In a real-standard representation, $V$ would be expanded into harmonics $[4 \pi /(2 l+1)]^{l \mid} \mathbf{Y}^{(l)}(\theta, \varphi)$ with coefficients $\mathbf{A}^{(l)}$. If the two coordinate systems have one common

[^46]coordinate axis $\left(y=y^{\prime}\right),(20)$ is then replaced by the explicit formula
\[

$$
\begin{align*}
U=\sum_{l \mathrm{~m}^{\prime} \mathrm{m}}\left[\mathrm{M}^{(l)} \mathrm{m}^{\prime}\right. & +\mathrm{d}^{(l)} \mathrm{m}^{\prime} \mathrm{m}+ \\
& (\theta) \mathrm{A}^{(l)} \mathrm{m}+  \tag{21}\\
& \left.+\mathrm{M}^{(l)}{ }_{\mathrm{m}^{\prime}-\mathbf{d}^{(l)}{ }_{\mathrm{m}}{ }^{\prime} \mathrm{m}-}(\theta) \mathrm{A}^{(l)}{ }_{\mathrm{m}-}\right]
\end{align*}
$$
\]

in which only (B) has been utilized. Relaxing the requirement $y=y^{\prime}$ often enables one to choose $y$ and $y^{\prime}$ so that the planes $x z$ and $x^{\prime} z^{\prime}$ be symmetry planes of the field and charges respectively, i.e., so that $\left.A^{(l)}\right)_{m-}$ and $\mathrm{M}^{\left({ }^{(l)} \mathrm{m}^{\prime}-\right.} \mathrm{vanish}$. In this event, combined application of (A) and (B) yields

$$
\begin{align*}
U=\sum_{l \mathrm{~m}^{\prime} \mathrm{m}} \mathrm{M}^{(l)} \mathrm{m}_{\mathrm{m}^{\prime}+} & {\left[\operatorname{cosm}^{\prime} \psi \mathrm{d}^{(l)} \mathrm{m}^{\prime} \mathrm{m}+\right.} \\
& (\theta) \operatorname{cosm} \varphi  \tag{22}\\
& \left.\sin ^{\prime} \psi \mathrm{d}^{(l)}{ }_{\mathrm{m}^{\prime} \mathrm{m}-}(\theta) \sin \mathrm{m} \varphi\right] \mathrm{A}^{(l)}{ }_{\mathrm{m}+},
\end{align*}
$$

which brings out explicitly the dependence of the interaction energy on the mutual orientation of the symmetry planes of field and charges.

The mean values of quantum mechanical operators indicated in Eq. (18.27) of FR and throughout the following Chap. 19 have the same geometrical structure as the interaction energy $U$ considered in the foregoing and can, therefore, be expressed in real-standard forms analogous to (21) or (22). Notice, however, that the standard sets of matrix elements of an operator $F$, defined by (18.1) of FR, do not become automatically real when transformed to a real-standard representation by the matrix $Q^{(l)}$. Only sets that are self-conjugate (FR, Chap. 4) in an arbitrary representation become real in the real-standard representation. As shown on page 102 of FR, standard sets of matrix elements $\left[\left(\alpha j|F| \alpha^{\prime} j^{\prime}\right)\right]^{(k)}$ of a Hermitian operator $F$ that belong to a diagonal submatrix, with $\left(\alpha^{\prime} j^{\prime}\right)=(\alpha j)$, are selfconjugate or anti-self-conjugate depending on whether $k$ is even or odd. The transformation $Q^{(l)}$, with $l=k$, will accordingly make these sets real or pure imaginary, respectively. All these sets can be made real by adding to their definition a renormalization factor $i^{k}$. On the other hand, sets $\left[\left(\alpha j|F| \alpha^{\prime} j^{\prime}\right)\right]^{(k)}$ with $\left(\alpha^{\prime} j^{\prime}\right) \neq(\alpha j)$ are conjugate or anticonjugate to the sets $\left[\left(\alpha^{\prime} j^{\prime}|F| \alpha j\right)\right]^{(k)}$ that belong on the opposite side of the diagonal, depending on the parity of $j-j^{\prime}-k$. Therefore, the realstandard sets $Q^{(k)}\left[\left(\alpha j|F| \alpha^{\prime} j^{\prime}\right)\right]^{(k)}$ and $Q^{(k)}\left[\left(\alpha^{\prime} j^{\prime}|F| \alpha j\right)\right]^{(k)}$ are, in essence, complex conjugate. Their real and imaginary parts may be separated out as new sets of matrix elements that are actually real and are symmetric or antisymmetric with respect to interchange of ( $\alpha j$ ) and $\left(\alpha^{\prime} j^{\prime}\right)$. Phase normalization conventions are involved in this separation. No suggestion is made on these conventions while their suitability has not been tested. ${ }^{9}$

As a more specific application, we shall consider here

[^47]the scattering of light or $\gamma$ rays by an atomic system through an electric dipole interaction process. The general formula for this type of process, namely, (19.11) of FR, represents the response of an analyzer of the scattered radiation as a linear combination of invariant products of the type
\[

$$
\begin{equation*}
[(E 1|\rho| E 1)]^{(k)} \mathfrak{D}^{(k)-1}(\psi, \theta, \varphi)[(E 1|F| E 1)]^{(k)} \tag{23}
\end{equation*}
$$

\]

where $(\psi, \theta, \varphi)$ are Euler angles relating the orientations of the analyzer and of a polarizer of the incident beam. In (23), $F$ indicates the operator that represents the analyzer response, $\rho$ is the density matrix of the incident radiation as prepared by a polarizer, and all the sets of quantum numbers ( $\alpha j$ ) have been replaced by $E 1$ to specify electric dipole radiation. Since $j=1$, the degree $k$ of the products (23), can be 0,1 , and 2 . Geometry alone determines the relative values of (23) for the three values of $k$. The nature of the scatterer determines the coefficients with which these products are combined in the final results; the coefficients are equal when the scatterer is isotropic.

To work out the real-standard form of (23), we replace the standard sets of matrix elements by real-standard ones

$$
\begin{align*}
& \mathbf{C}^{(k)}=Q^{(k)}[(E 1|\rho| E 1)]^{(k)},  \tag{24}\\
& \mathbf{F}^{(k)}=Q^{(k)}[(E 1|F| E 1)]^{(k)} .
\end{align*}
$$

These two sets can be expressed, to within irrelevant normalization factors, in terms of the electric field components of the radiation that emerges from the polarizer or is accepted by the analyzer. We indicate these components by ( $a_{x}, a_{y}$ ) and ( $b_{x^{\prime}}, b_{y^{\prime}}$ ), respectively, for the incident and detected radiation; the primes refer to coordinate axes attached to the analyzer. The direct products of these components and of their complex conjugates are the components $C_{i k}=a_{i} a_{k}{ }^{*}, F_{i k}=b_{i} b_{k}{ }^{*}$ of intensity tensors. The elements of the real-standard sets (24) are obtained from the $C_{i k}$ and $F_{i k}$, respectively, by the reduction formulas (19). Notice that (a) the complex phase of the field components $a_{i}$ and $b_{i}$ has the essential function of representing the phase relationships in the polarization; (b) the intensity parameters $C_{i k}, F_{i k}$ represent observables in any event, whereas the field components $a_{i}, b_{i}$ are not observable under conditions of partial polarization ; (c) the intensity parameters can be expressed in terms of the Stokes parameters

$$
\begin{aligned}
& I_{0}=a_{x} a_{x}{ }^{*}+a_{y} a_{y}{ }^{*}=C_{x x}+C_{y y}, \\
& I_{1}=a_{x} a_{x}{ }^{*}-a_{y} a_{y}{ }^{*}=C_{x x}-C_{y y}, \\
& I_{2}=a_{x} a_{y}{ }^{*}+a_{y} a_{x}{ }^{*}=C_{x y}+C_{y x}, \\
& I_{3}=i\left(a_{x} a_{y}{ }^{*}-a_{y} a_{x}{ }^{*}\right)=i\left(C_{x y}-C_{y x}\right),
\end{aligned}
$$

which describe the intensity and polarization of the incident radiation, and in terms of the corresponding
efficiency parameters

$$
E_{0}=b_{x^{\prime}} b_{z^{\prime}} *+b_{y^{\prime}} \cdot b_{y^{\prime}} *=F_{x^{\prime} x^{\prime}}+F_{y^{\prime} y^{\prime}}, E_{1}, E_{2}, E_{3}
$$

which characterize the analyzer response. Equation (19) yields

$$
\begin{align*}
& \mathrm{C}^{(2)}{ }_{2+}=\sqrt{\frac{1}{2}}\left(a_{x} a_{x}{ }^{*}-a_{y} a_{y}{ }^{*}\right)=\sqrt{ } \frac{1}{2} I_{1}, \\
& \left.\mathrm{C}^{(2)}\right)_{2}=\sqrt{\frac{1}{2}}\left(a_{x} a_{y}{ }^{*}+a_{y} a_{x}{ }^{*}\right)=\sqrt{\frac{1}{2}} I_{2} \text {, } \\
& \mathrm{C}^{(2)}{ }_{1+}=\mathrm{C}^{(2)}{ }_{1-}=\mathrm{C}^{(1)}{ }_{1+}=\mathrm{C}^{(1)}{ }_{1-}=0 \text {, }  \tag{25}\\
& \mathrm{C}^{(2)}{ }_{0}=\sqrt{\frac{1}{6}}\left(-a_{x} a_{x}{ }^{*}-a_{y} a_{y}{ }^{*}\right)=-\sqrt{\frac{1}{6}} I_{0}, \\
& \mathrm{C}^{(1)}{ }_{0}=\sqrt{\frac{1}{2}}\left(a_{y} a_{x}{ }^{*}-a_{x} a_{y}{ }^{*}\right)=i \sqrt{\frac{1}{2} I_{3},} \\
& \mathrm{C}^{(0)}{ }_{0}=\sqrt{\frac{1}{3}}\left(a_{x} a_{x}{ }^{*}+a_{y} a_{y}{ }^{*}\right)=\sqrt{\frac{1}{3}} I_{0} .
\end{align*}
$$

The elements of $\mathbf{F}^{(k)}$ are given by analogous formulas.
The products (23) for $k=0,1,2$ will now be expressed in terms of the Stokes parameters, which represent observables, and in the same real-standard form as (21), i.e., assuming that the axes $y$ and $y^{\prime}$ coincide. On utilizing the matrices given in Table I, we find ${ }^{10}$

$$
\begin{equation*}
\mathbf{C}^{(0) *} \mathbf{D}^{(0)-1} \mathbf{F}^{(0)}=\frac{1}{3} I_{0} E_{0}, \tag{26a}
\end{equation*}
$$

$\mathbf{C}^{(1)} \mathbf{D}^{(1)-1} \mathbf{F}^{(1)}=\frac{1}{2} I_{3} E_{3} \cos \theta$,
$\mathbf{C}^{(2) *} \mathbf{D}^{(2)-1} \mathbf{F}^{(2)}=\left[I_{0} E_{0} \frac{1}{12}\left(3 \cos ^{2} \theta-1\right)-\left(I_{0} E_{1}+I_{1} E_{0}\right) \frac{1}{4} \sin ^{2} \theta\right.$ $\left.+I_{1} E_{1} \frac{1}{4}\left(1+\cos ^{2} \theta\right)\right]+\frac{1}{2} I_{2} E_{2} \cos \theta$.
The sum of these three products yields the complete intensity and polarization formula for scattering by an isotropic center. In the absence of polarization effects (i.e., when only $I_{0}$ and $E_{0}$ differ from zero), this formula reduces to the familiar angular distribution law $\frac{1}{4} I_{0} E_{0}\left(1+\cos ^{2} \theta\right)$. However, different results are obtained when (26a-c) are added with different weight factors, as they generally must be for anisotropic scatterers such as spinning atoms.
The performance of polarizers and analyzers is characterized, with regard to linear polarization, by the maximum values $P_{l}$ and $Q_{l}$ that are achieved by $I_{1} / I_{0}$ and $E_{1} / E_{0}$ when the $x$ and $x^{\prime}$ axes lie, respectively, in the direction of linear polarization characteristic for the polarizer and analyzer; $I_{2}$ and $E_{2}$ vanish when the axes are so oriented. Calling $\psi$ the angle from this $x$ axis to the plane of scattering and $\varphi$ the angle from the plane of scattering to the $x^{\prime}$ axis, we must then substitute in (26c) ${ }^{10}$

$$
\begin{align*}
I_{1} & =I_{0} P_{l} \cos 2 \psi,  \tag{27}\\
E_{1} & =E_{0} I_{2}=I_{0} \cos 2 \varphi,
\end{align*} E_{2} \sin 2 \psi, E_{\varrho} Q_{l} \sin 2 \varphi .
$$

This substitution brings (26c) to the form equivalent to (22).
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#### Abstract

If an "operation" $\mathfrak{M}$ is real and preserves Lorentz covariant relations, then $\mathfrak{N}$ is either a proper Lorentz operation or the product of a proper Lorentz operation and the TCP operation.


## I. INTRODUCTION

THE TCP theorem ${ }^{1-5}$ has been stated and proved within the framework of quantized field theories. It is shown in this paper that the TCP operation emerges, quite unambiguously, from considerations which involve only the proper orthochronous Lorentz group $L$. The idea is, roughly, to define an "operation" as something which acts simultaneously on all Lorentz covariant quantities, and to ask for the operations which do not destroy Lorentz covariant relations. It turns out that, apart from Lorentz transformations, only the TCP operation has this property. (Theorem 1, Sec. III.)

These results can be viewed as an application of the duality theory of non-Abelian groups. ${ }^{6-8}$ The reading of this paper, however, does not require any knowledge of duality theory.

## II. OPERATIONS

Let $A$ be the group of unimodulary $2 \times 2$ matrices (the universal covering group of $L$ ). Denote by $u(m, n)$ quantities that transform according to the ( $m+1$ ) $\times(n+1)$-dimensional irreducible representation of $A$ (see Appendix). A quantity $u(m, n)$ is a spinor ${ }^{9}$ symmetric in $m$ undotted and $n$ dotted indices.

The TCP operation as defined by Pauli ${ }^{2}$ transforms $u(m, n)$ into

$$
\begin{array}{rll}
(-1)^{n} u(m, n) & \text { if } & m+n \text { is even } \\
i(-1)^{n} u(m, n) & \text { if } & m+n \text { is odd } \tag{1b}
\end{array}
$$

Let us define, in general, an operation $\mathfrak{M}$ as an arbitrarily given law by which, for $m, n=0,1,2, \cdots$, the

[^49]( $m+1$ ) $(n+1)$ independent components of $u(m, n)$ are linearly transformed among themselves. This can be written as
\[

$$
\begin{gathered}
u(m, n) \rightarrow M^{(m, n)} u(m, n) \\
(m, n=0,1,2, \cdots),
\end{gathered}
$$
\]

where $M^{(m, n)}$ is a linear operator in the $(m+1)(n+1)-$ dimensional space of components of $u(m, n)$.

The product $\mathfrak{H}_{1} \mathfrak{M}_{2}$ of the operations $\mathfrak{M}_{1}$ and $\mathfrak{M}_{2}$ is defined by

$$
\begin{gathered}
u(m, n) \rightarrow M_{1}^{(m, n)} M_{2}^{(m, n)} u(m, n) \\
(m, n=0,1,2, \cdots) .
\end{gathered}
$$

Let now $u(D)$ be a quantity which transforms according to an arbitrary (not necessarily irreducible) representation $D$ of $A$. In order to define the transformation $M(D)$ which $u(D)$ undergoes under $\mathfrak{T}$, we require:
(A) If $a \rightarrow D^{\prime}(a)(a \in A)$ and $a \rightarrow \gamma D^{\prime}(a) \gamma^{-1}$ are any two equivalent representations of $A$, then

$$
M\left(\gamma D^{\prime} \gamma^{-1}\right)=\gamma M\left(D^{\prime}\right) \gamma^{-1} .
$$

(B) If $D=D^{\prime}+D^{\prime \prime}$ is the direct sum of the representations $D^{\prime}$ and $D^{\prime \prime}$, then

$$
M(D)=M\left(D^{\prime}\right)+M\left(D^{\prime \prime}\right),
$$

where + denotes a direct sum of operators.
Every unimodulary $2 \times 2$ matrix $a$ defines ${ }^{10}$ an operation

$$
\begin{gathered}
u(m, n) \rightarrow D^{(m, n)}(a) u(m, n) \\
(m, n=0,1,2, \cdots) .
\end{gathered}
$$

A proper orthochronous Lorentz transformation $l$ $=\Lambda(a, a)$ defines ${ }^{10}$ not one operation but an infinite number of them. They are all of the form

$$
\begin{array}{cc}
u(m, n) \rightarrow D^{(m, n)}(a) u(m, n) & (m+n \text { even }) \\
u(m, n) \rightarrow \pm D^{(m, n)}(a) u(m, n) & (m+n \text { odd })  \tag{2b}\\
(m, n=0,1,2, \cdots) &
\end{array}
$$

and are distinguished from each other by the choice of signs in (2b). This choice is arbitrary, since, under the Lorentz transformation $l=\Lambda(a, a)=\Lambda(-a,-a)$, the quantity $u(m, n)$ can equally well be thought to transform into $D^{(m, n)}(a) u(m, n)$ as into $D^{(m, n)}(-a) u(m, n)$ $=(-1)^{m+n} D^{(m, n)}(a) u(m, n)$.

[^50]Similarly, a proper complex Lorentz transformation ${ }^{10}$ $\Lambda=\Lambda(a, b)$ defines all the operations

$$
\begin{array}{ll}
u(m, n) \rightarrow D^{(m, n)}(a, b) u(m, n) & (m+n \text { even }), \\
u(m, n) \rightarrow \pm D^{(m, n)}(a, b) u(m, n) & (m+n \text { odd })
\end{array}
$$

with arbitrary choice of signs in the second line.
If $\mathcal{L}$ is one of the operations defined by a Lorentz transformation, we shall say that $\mathcal{L}$ is a Lorentz operation (proper complex, etc., as the case may be).
It will often be unnecessary to distinguish between the operations that are defined by one and the same Lorentz transformation. This leads to the following definition:
Let $\mathscr{M}_{1}$ and $\mathfrak{N}_{2}$ be two operations. We shall write

$$
\mathfrak{T r}_{1} \equiv \mathfrak{N}_{2}
$$

if

$$
\begin{array}{ll}
M_{1}^{(m, n)}=M_{2}^{(m, n)} & (m+n \text { even }), \\
M_{1}{ }^{(m, n)}= \pm M_{2}{ }^{(m, n)} & (m+n \text { odd }) .
\end{array}
$$

The complex conjugate, $\mathfrak{N}^{*}$, of an operation $\mathfrak{M}$ is defined by

$$
\begin{gathered}
u(m, n) \rightarrow\left(M^{(m, n)}\right)^{*} u(m, n) \\
(m, n=0,1,2, \cdots)
\end{gathered}
$$

where $\left(M^{(m, n)}\right)^{*}$ is the complex conjugate of the matrix $^{11} M^{(m, n)}$.

If $\mathfrak{M} \equiv \mathfrak{M r}^{*}$, we shall say that the operation $\mathfrak{M}$ is real.
The product of two real operations is real. The operation $\tau$, defined by (1), is real.
Let $a$ and $b$ be two unimodulary $2 \times 2$ matrices. Consider the operation $\mathfrak{L}(a, b)$ defined as follows: All undotted indices of quantities $u(m, n)$ are transformed by $a$, and all dotted indices by $b^{*}$ (the complex conjugate of $b$ ). From the foregoing definitions and the results of the Appendix, it follows that $\mathfrak{L}(a, b)$ is a proper complex Lorentz operation.

In particular, $\mathcal{L}(a, a)$ is a proper orthochronous and $\mathcal{L}(a,-a)$ a proper antiorthochronous real Lorentz operation.

## III. PRESERVATION OF LORENTZ COVARIANT RELATIONS

In this section we shall study the operations which preserve relations covariant under $L$. It will be important to distinguish covariance under $L$ from covariance under $A$.

Covariant relations between spinors are obtained ${ }^{9}$ by multiplication and contraction; furthermore, certain reality conditions are preserved by $L$.

Multiplication: A relation of the form

$$
\begin{equation*}
u\left(m_{1}, n_{1}\right) v\left(m_{2}, n_{2}\right)=w\left(m_{1}+m_{2}, n_{1}+n_{2}\right) \tag{3}
\end{equation*}
$$

${ }^{11}$ That is, the matrix corresponding to the operator $M^{(m, n)}$ in the basis in which the action of $A$ is represented by the matrices $D^{(m, n)}(a)$.
is preserved by $A$. Under $L$, however, (3) is transformed into
$u^{\prime}\left(m_{1}, n_{1}\right) v^{\prime}\left(m_{2}, n_{2}\right)=w^{\prime}\left(m_{1}+m_{2}, n_{1}+n_{2}\right)$ if both $m_{1}+n_{1}$ and $m_{2}+n_{2}$ are even, and
$u^{\prime}\left(m_{1}, n_{1}\right) v^{\prime}\left(m_{2}, n_{2}\right)= \pm w^{\prime}\left(m_{1}+n_{1}, m_{2}+n_{2}\right)$,
if at least one of the numbers $m_{1}+n_{1}, m_{2}+n_{2}$ is odd.

This is so because we are free to choose either determination of $a$ when transforming each of the spinors $u, v, w$.
Contraction: Suppose that $v(m-2 p, n-2 q)$ has been obtained from $u(m, n)$ by contraction of $p$ pairs of undotted indices and $q$ pairs of dotted indices. Then $v^{\prime}(m-2 p, n-2 q)$ (the transform of $v$ by a proper orthochronous Lorentz transformation) can be obtained from $u^{\prime}(m, n)$ by the same contractions. There is no ambiguity of sign here, because only pairs of indices are involved. Both indices of a pair belong to the same quantity and, consequently, transform according to the same determination of $a$.
Reality conditions: Consider now a relation of the form $u(m, n)=v^{*}(n, m)$ where the star denotes complex conjugation. Under $a \epsilon A$, the quantity $u(m, n)$ is transformed into $u^{\prime}(m, n)=D^{(m, n)}(a) u(m, n)$, and $v(n, m)$ into $v^{\prime}(n, m)$ $=D^{(n, m)}(a) v(n, m)=D^{(m, n)}(a)^{*} v(n, m)$. So $v^{*}(n, m)$ is transformed into
$v^{*}(n, m)^{\prime}=D^{(m, n)}(a) v^{*}(n, m)=D^{(m, n)}(a) u(m, n)=u^{\prime}(m, n)$.
It follows that under a proper orthochronous Lorentz transformation,

$$
\begin{array}{ll}
{\left[v^{*}(n, m)\right]^{\prime}=u^{\prime}(m, n)} & (m+n \text { even }) \\
{\left[v^{*}(n, m)\right]^{\prime}= \pm u^{\prime}(m, n)} & (m+n \text { odd }) .
\end{array}
$$

These considerations show how proper orthochronous Lorentz transformations affect covariant spinor relations. The problem now is to find all operations $\mathfrak{T}$ which are exactly "as good" as proper orthochronous Lorentz transformation in preserving covariant relations.
Let $u^{\prime}(m, n)=M^{(m, n)} u(m, n), v^{\prime}(m, n)=M^{(m, n)} v(m, n)$, etc., be quantities transformed by $\mathfrak{F r}$.

Problem: Study the set of all operations $\mathfrak{N r}$ which satisfy the following conditions:
( $\mathrm{C}_{1}$ ) If $u\left(m_{1}, n_{1}\right) v\left(m_{2}, n_{2}\right)=w\left(m_{1}+m_{2}, n_{1}+n_{2}\right)$, then $u^{\prime}\left(m_{1}, n_{1}\right) v^{\prime}\left(m_{2}, n_{2}\right)= \pm w^{\prime}\left(m_{1}+n_{1}, m_{2}+n_{2}\right)$.
$\left(\mathrm{C}_{2}\right)$ Furthermore, if both $m_{1}+n_{1}$ and $m_{2}+n_{2}$ are even, then $u^{\prime}\left(m_{1}, n_{1}\right) v^{\prime}\left(m_{2}, n_{2}\right)=w^{\prime}\left(m_{1}+m_{2}, n_{1}+n_{2}\right)$.
(D) If $v(m-2 p, n-2 q)$ is obtained from $u(m, n)$ by contraction of $p$ pairs of undotted and $q$ pairs of dotted indices, then $v^{\prime}(m-2 p, n-2 q)$ is obtained from $u^{\prime}(m, n)$ by contraction of the same pairs of indices.
(E) If $u(m, n)=v^{*}(n, m)$, then

$$
\begin{array}{lll}
u^{\prime}(m, n)=\left[v^{*}(n, m)\right]^{\prime} & \text { for } \quad m+n \text { even } \\
u^{\prime}(m, n)= \pm\left[v^{*}(n, m)\right]^{\prime} & \text { for } & m+n \text { odd. }
\end{array}
$$

The rest of this section is devoted to the solution of the above problem.

According to Sec. II, the condition (E) can be expressed as $\mathfrak{M} \equiv \mathfrak{N}^{*}$ or the requirement that $\mathfrak{M}$ be real.

If two operations satisfy (C) and (D), then their product also satisfies (C) and (D).

If an operation $\mathscr{T K}_{K}$ satisfies (C), (D), and (E), so does its inverse $\mathfrak{M}^{-1}$. Every proper orthochronous Lorentz operation satisfies (C), (D), and (E), and so does the operation (1). So our operations form a group $G$ which contains all proper orthochronous Lorentz operations and the operation (1). We shall prove that $G$ is precisely the group generated by all proper real (not necessarily orthochronous) Lorentz operations, and the TCP operation (1).

In the lemmas that follow we shall always assume that the operation $\mathfrak{N}$ satisfies (C) and (D). This assumption will not be repeated. However, whenever the reality assumption ( E ) is made, it will be stated explicitly.

Lemma 1: The number $M^{(0,0)}$ is equal to one.
Indeed, for any $m, n$ such that $m+n$ is even, we have, by $\left(\mathrm{C}_{2}\right), M^{(0,0)} M^{(m, n)}=M^{(m, n)}$.

Lemma 2: The effect of $\mathfrak{T}$ on a quantity $u(m, n)$ can be obtained as follows: The undotted indices of $u(m, n)$ are transformed by $M^{(0,1)}$ and the dotted by $M^{(1,0)}$. In addition, the sign of $u(m, n)$ may get changed.

Proof: By (C), the lemma is certainly true if $u(m, n)$ is a product of quantities $u(0,1)$ and $u(1,0)$. It remains true for an arbitrary combination of such products; that is, for every quantity $u(m, n)$.

Lemma 3: The determinant of the $2 \times 2$ matrix $M^{(0,1)}$ is either +1 or -1 .

Proof: For the sake of shortness, write $M$ instead of $M^{(0,1)}$. Let $u_{k s}$ be a spinor with two undotted indices. By Lemma 2, $u_{k s}$ is transformed, under $\mathfrak{N}$, into

$$
u_{k \varepsilon}^{\prime}= \pm M_{k}{ }^{p} M_{\varepsilon}^{q} u_{p q}
$$

Because of (D), the contraction $\left(u^{\prime}\right)_{k}^{k}$ has to be equal to the contraction $u_{p}{ }^{p}$. This gives

$$
\left(u^{\prime}\right)_{k}^{k}= \pm M_{k}^{p} M^{k q} u_{p q}=u_{p}^{p}=\epsilon^{p q} u_{p q}
$$

where

$$
\epsilon=\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

is the matrix that raises spinor indices. ${ }^{9}$ Since $u_{p q}$ is arbitrary, we have

$$
\pm M_{k}^{p} M^{k q}=\epsilon^{p q}
$$

A simple calculation shows that this is equivalent to $\operatorname{det} M= \pm 1$.

Lemma 4: $\operatorname{det} M^{(1,0)}= \pm 1$.
The proof is the same as that of Lemma 3.
Lemma 5: If $\operatorname{det} M^{(0,1)}=\operatorname{det} M^{(1,0)}=1$, then $\mathfrak{M}$ is a proper complex Lorentz operation. More precisely: either

$$
\begin{equation*}
\mathfrak{M} \equiv \mathscr{L}\left(M^{(0,1)},\left(M^{(1,0)}\right)^{*}\right) \tag{5a}
\end{equation*}
$$

or

$$
\begin{equation*}
\mathfrak{M} \equiv \mathcal{L}\left(M^{(0,1)},-\left(M^{(1,0)}\right)^{*}\right) \tag{5b}
\end{equation*}
$$

where $\mathcal{L}\left(M^{(0,1)}, M^{(1,0)}\right)$ is the proper complex Lorentz operation defined at the end of Sec. II.

Proof: Consider the effect of $\mathfrak{M}$ on quantities $u(m, n)$. For $m+n$ odd, our assertion is true by Lemma 2. For $m+n$ even, it is necessary to verify that the action of $\mathfrak{T I}$ coincides, without discrepancies in sign, with the action of one of the operations (5). Notice that every $u(m, n)(m+n$ even $)$ can be obtained, by contractions, from products of quantities $u(1,1)$. By ( $\mathrm{C}_{2}$ ) and (D), then, the matrices $M^{(m, n)}(m+n$ even) are fully deter-mined-without ambiguity in sign-by $M^{(1,1)}$. Suppose first that $M^{(1,1)} u(1,1)$ is obtained from $u(1,1)$ by transformation of spinor indices, without the additional change of sign. Then $\mathfrak{N} \equiv \mathscr{L}\left(M^{(0,1)},\left(M^{(1,0)}\right)^{*}\right)$. If the change of sign does occur, then

$$
\mathfrak{T} \equiv \mathscr{L}\left(M^{(0,1)},-\left(M^{(1,0)}\right)^{*}\right) \equiv \mathscr{L}\left(-M^{(0,1)},\left(M^{(1,0)}\right)^{*}\right)
$$

Lemma 6: If $\operatorname{det} M^{(0,1)}=\operatorname{det} M^{(1,0)}=-1$, then $\mathfrak{T} \equiv \tau \mathscr{L}$ where $\mathcal{T}$ is the TCP operation (1) and $\mathscr{L}$ is a proper complex Lorentz operation.

Proof: The operation $\tau^{-1} \mathfrak{M}$ satisfies the assumption of Lemma 5, and is, consequently, a proper complex Lorentz operation.

Lemma 7: If $\mathfrak{M}$ is real and $\operatorname{det} M^{(0,1)}=1$, then $\mathfrak{T}$ is a real proper Lorentz operation (not necessarily orthochronous).

Proof: Since $\mathfrak{T}$ is real, we have $M^{(1,0)}= \pm\left(M^{(0,1)}\right)^{*}$, and $\operatorname{det} M^{(1,0)}=\operatorname{det} M^{(0,1)}=1$. So, by Lemma 5, either $\mathfrak{T l} \equiv \mathscr{L}\left(M^{(0,1)}, M^{(0,1)}\right) \quad$ (proper orthochronous) or $\mathfrak{T}$ $\equiv \mathscr{L}\left(M^{(0,1)},-M^{(0,1)}\right)$ (proper antiorthochronous).

Lemma 8: If $\mathfrak{M}$ is real and $\operatorname{det} M^{(0,1)}=-1$, then $\mathfrak{N} \equiv T \mathscr{L}$, where $\mathcal{T}$ is the TCP operation (1) and $\mathscr{L}$ is a real proper Lorentz operation (not necessarily orthochronous).

Proof: Lemma 7 is applicable to the operation $T^{-1} \mathfrak{F T}$.
Combining the Lemmas 3, 7, and 8, we obtain the following theorem:
Theorem 1: If an operation $\mathfrak{M}$ is real and preserves Lorentz covariant relations [that is, satisfies ( $C$ ), (D), and $(E)]$, then $\mathfrak{T K}$ is either a real proper Lorentz operation or the product of a real proper Lorentz operation and of the TCP operation (1).
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## APPENDIX

This Appendix deals with real and complex Lorentz transformations, their relation to unimodulary, unitary and orthogonal transformations, and their finitedimensional representations. The results on orthogonal groups are not needed in this paper but are given for future reference.

The proper complex Lorentz transformations $\Lambda$ are defined by

$$
\Lambda_{T} g \Lambda=g,
$$

and

$$
\operatorname{det} \Lambda=1
$$

The metric tensor $g$ is

$$
g=\left(\begin{array}{rrrr}
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & +1
\end{array}\right) .
$$

The matrix $s$, defined as

$$
s=\left(\begin{array}{cccc}
i & 0 & 0 & 0 \\
0 & i & 0 & 0 \\
0 & 0 & i & 0 \\
0 & 0 & 0 & 1
\end{array}\right),
$$

satisfies $s^{2}=g$.
Denote by $\sigma$ the unitary matrix

$$
\sigma=\frac{1}{\sqrt{2}}\left(\begin{array}{rrrr}
0 & 1 & 1 & 0 \\
0 & i & -i & 0 \\
1 & 0 & 0 & -1 \\
1 & 0 & 0 & 1
\end{array}\right) .
$$

Given any pair $a, b$, of $2 \times 2$ matrices, we may consider the $4 \times 4$ matrix $\Lambda(a, b)$ defined by

$$
\Lambda(a, b)=\sigma\left(a \times b^{*}\right) \sigma^{-1}
$$

and the matrix $R(a, b)$ defined as

$$
R(a, b)=s \Lambda(a, b) s^{-1}
$$

Here $\times$ denotes the Kronecker product, and $b^{*}$ is the complex conjugate of $b$. From the simplest properties of the Kronecker product, it follows that
(a) $\Lambda\left(a^{\prime}, b^{\prime}\right) \Lambda\left(a^{\prime \prime}, b^{\prime \prime}\right)=\Lambda\left(a^{\prime} a^{\prime \prime}, b^{\prime} b^{\prime \prime}\right)$
(b) $R\left(a^{\prime}, b^{\prime}\right) R\left(a^{\prime \prime}, b^{\prime \prime}\right)=R\left(a^{\prime} a^{\prime \prime}, b^{\prime} b^{\prime \prime}\right)$.

Also,
(c) The complex conjugate of $\Lambda(a, b)$ is $\Lambda(b, a)$.

This can be verified by noticing that $\left(a \times b^{*}\right)^{*}$
$=\left(a^{*} \times b\right)=P\left(b \times a^{*}\right) P^{-1}$, where

$$
P=\left(\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right),
$$

and that $\sigma P=\sigma^{*}$.
(d) The complex conjugate of $R(a, b)$ is $g R(b, a) g$.
(e) If we establish a one-to-one correspondence between the four-vector $z=\left(z_{1}, z_{2}, z_{3}, z_{0}\right)$ and the matrix

$$
\hat{z}=\left(\begin{array}{ll}
z_{0}+z_{3} & z_{1}-i z_{2} \\
z_{1}+i z_{2} & z_{0}-z_{3}
\end{array}\right)
$$

then the transformation $z \rightarrow \Lambda(a, b) z$ corresponds to the transformation $\hat{z} \rightarrow a \hat{z} b^{+}$.

This is verified by straightforward computation.
The foregoing statements are valid for arbitrary $a$ and $b$. We shall now impose restrictions on these matrices.
(f) If $\operatorname{det} a=\operatorname{det} b=1$, then $\Lambda(a, b)$ is a proper complex Lorentz transformation and $R(a, b)$ is a proper complex orthogonal transformation.
It is sufficient to prove that $\Lambda(a, b)$ is a proper complex Lorentz transformation; the assertion on $R(a, b)$ follows then from the definition of $R$. By the theorem on determinants of Kronecker products, $\operatorname{det} \Lambda(a, b)=1$. To prove that $\Lambda(a, b)$ is a Lorentz transformation, we notice that, for $2 \times 2$ matrices, the condition $\operatorname{det} a=1$ is equivalent to

$$
a_{T}=\epsilon a^{-1} \epsilon^{-1}
$$

where

$$
\epsilon=\left(\begin{array}{rr}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

and $a_{T}$ is the transposed of $a$. Furthermore, the equation $\sigma_{T} g \sigma=\epsilon \times \in$ holds. Then

$$
\begin{aligned}
& {[\Lambda(a, b)]_{T} \Lambda \Lambda(a, b)=\sigma_{T}{ }^{-1}\left(a \times b^{*}\right)_{T \sigma} \sigma g \sigma\left(a \times b^{*}\right) \sigma^{-1} } \\
&=\sigma_{T}^{-1}\left(a_{T} \times b_{T}{ }^{*}\right)(\epsilon \times \epsilon)\left(a \times b^{*}\right) \sigma^{-1} \\
&=\sigma_{T}^{-1}(\epsilon \times \epsilon)\left[a^{-1} \times\left(b^{*}\right)^{-1}\right](\epsilon \times \epsilon)^{-1}(\epsilon \times \epsilon)\left(a \times b^{*}\right) \sigma^{-1} \\
&=\sigma_{T}{ }^{-1}(\epsilon \times \epsilon) \sigma^{-1}=g,
\end{aligned}
$$

which shows that $\Lambda$ is a Lorentz transformation.
(g) It can be shown by a continuity argument that every proper complex Lorentz transformation can be written in the form $\Lambda(a, b)$ with suitably chosen $a$ and $b$. Similarly, every proper complex orthogonal transformation can be written as $R(a, b)$ for some $a, b$.
(h) If $\operatorname{det} a=1$, then $\Lambda(a, a)$ is a proper orthochronous real Lorentz transformation.

From (c) and (f) we know that $\Lambda(a, a)$ is a proper real Lorentz transformation. Since every $\Lambda(a, a)$ can be continuously connected to unity, it must be orthochronous.

Consequently, if $\operatorname{det} a=1$, then $R(a, a)$ varies over a subgroup of the group of proper complex orthogonal
transformations, isomorphic to the group of proper orthochronous real Lorentz transformations. The matrices $R(a, a)$ are, in general, not real.
( $\mathrm{h}^{\prime}$ ) If $\operatorname{det} a=1$, then $\Lambda(a,-a)=-\Lambda(a, a)$ is a proper real Lorentz transformation changing the sense of time.
(i) If $\operatorname{det} a=\operatorname{det} b=1$, and both $a$ and $b$ are unitary $\left(a a^{+}=b b^{+}=1\right)$, then $R(a, b)$ is a real proper orthogonal transformation in four dimensions.

We know that $R(a, b)$ is a proper orthogonal transformation whenever $\operatorname{det} a=\operatorname{det} b=1$. We have only to show that $R(a, b)$ is real, or, by (d), that $R(a, b)$ $=g R(b, a) g$. Now, since $g \sigma=\sigma P(\epsilon \times \epsilon)$, we have, for all unimodulary $a$ and $b$,

$$
\begin{aligned}
g R(b, a) g^{-1}= & \operatorname{sg\sigma } \sigma\left(b \times a^{*}\right) \sigma^{-1} g^{-1} s^{-1} \\
& =\operatorname{s\sigma } P(\epsilon \times \epsilon)\left(b \times a^{*}\right)(\epsilon \times \epsilon)^{-1} P^{-1} \sigma^{-1} s^{-1} \\
& \left.=\operatorname{s\sigma } P\left[b_{T}^{-1} \times\left(a^{+}\right)\right]^{-1}\right] P^{-1} \sigma^{-1} s^{-1} \\
& =\operatorname{s\sigma }\left[\left(a^{+}\right)^{-1} \times b_{T}{ }^{-1}\right] \sigma^{-1} s^{-1}=R\left[\left(a^{+}\right)^{-1},\left(b^{+}\right)^{-1}\right]
\end{aligned}
$$

which, for unitary $a$ and $b$ is equal to $R(a, b)$.

Consequently, if $\operatorname{det} a=\operatorname{det} b=1$ and both $a$ and $b$ are unitary, then $\Lambda(a, b)$ varies over a subgroup of the group of proper complex Lorentz transformations, isomorphic to the group of proper real orthogonal transformations in four dimensions. These matrices $\Lambda(a, b)$ are, in general, not real.
(j) If $\operatorname{det} a=1$ and $a^{+} a=1$, then $\Lambda(a, a)=R(a, a)$ varies over the group of real proper rotations in three dimensions.

Let now $a$ and $b$ be again two arbitrary unimodulary matrices. Consider a quantity $u(m, n)$ symmetric in $m$ undotted and in $n$ dotted indices. Transform the undotted indices by $a$ and the dotted indices by $b^{*}$. This induces a linear transformation in the space of the $(m+1)(n+1)$ independent components of $u(m, n)$. The matrix of this transformation is denoted by $D^{(m, n)}(a, b)$. Finally, $D^{(m, n)}(a)$ is defined by $D^{(m, n)}(a)=D^{(m, n)}(a, a)$. The representation $a \rightarrow D^{(m, n)}(a)$ is irreducible. For every $a$, the matrix $D^{(n, m)}(a)$ is complex conjugate to the matrix $D^{(m, n)}(a)$.
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#### Abstract

The Landau singularities of the amplitude calculated from an arbitrary Feynman graph are considered. It is shown that the discontinuity across a branch cut starting from any Landau singularity is obtained by replacing Feynman propagators by delta functions for those lines which appear in the Landau diagram. The general formula is a simple generalization of the unitarity condition. The discontinuity is then considered as an analytic function of the momenta and masses; it is shown that its singularities are a subclass of the singularities of the original amplitude which corresponds to Landau diagrams with additional lines. The general results are illustrated by application to some single loop graphs. In particular, the general formula gives an immediate calculation of the Mandelstam spectral function for fourth-order scattering. Singularities not of the Landau type are discussed and illustrated by the third-order vertex part.


## I. INTRODUCTION

KARPLUS, Sommerfield, and Wichman ${ }^{1}$ and Landau ${ }^{2}$ have emphasized the importance of examining the analyticity of the amplitudes corresponding to Feynman graphs, and have discussed some simple graphs in detail. Landau has also given a criterion for determining the position of certain singularities of the amplitude for an arbitrary graph. In this paper we shall derive a formula for the discontinuity across a cut starting from any one of Landau's branch points, and shall determine where this discontinuity is singular. The result is a very natural generalization of the well-known expression, given by the unitarity condition, for the discontinuity across a cut starting from any physical threshold. The general result is extremely useful for analyzing spectral representations. For example, it leads immediately to an explicit expression for the Mandelstam spectral function for the fourth-order scattering amplitude. ${ }^{3}$

Before proceeding with the calculation, let us recapitulate Landau's discussion. He considers the amplitude

$$
\begin{equation*}
F=\int B \Pi\left(d^{4} k\right) A_{1}^{-1} \cdots A_{N}^{-1} \tag{1}
\end{equation*}
$$

(where $A_{i}=M_{i}{ }^{2}-q_{i}{ }^{2}$ and $B$ is an arbitrary polynomial) corresponding to a graph with $N$ internal lines and $n$ independent loops. In (1) and the following we adhere closely to Landau's notation. The $q_{i}$ are linear combinations of the $k_{i}$ and the external momenta $p_{i}$. On its principal branch $F$ has no singularities for sufficiently small, real $p_{i}{ }^{2}$; if the $M_{i}{ }^{2}$ are positive, we may take the

[^51]$p_{i}{ }^{2}$ to be positive without passing a singularity, and begin the investigation with real $p_{i 4}$ and imaginary $p_{i}$. We denote by $z_{a}$ the independent invariants formed from the $p_{i}$.

Now introduce the Feynman parametrization

$$
\begin{equation*}
F=(N-1)!\int \Pi(d \alpha) \Pi\left(d^{4} k\right) B D^{-N} \delta(1-\tilde{\alpha}) \tag{2}
\end{equation*}
$$

where $D=\sum_{i=1}^{N} \alpha_{i} A_{i}$ and $\tilde{\alpha}=\sum \alpha_{i}$. Let $\varphi=\max _{k}(D)$ (the maximization is carried out with real $k_{i 4}$ and imaginary $\mathbf{k}_{i}$ ). According to Landau, if $\min \varphi>0, F$ is nonsingular, where the minimum is taken with respect to nonnegative $\alpha$ 's satisfying $\tilde{\alpha}=1$. As the $p_{i}{ }^{2}$ are increased, the first singularity of $F$ occurs when $\min \varphi \rightarrow 0$. This, Landau shows, means that for each $i$

$$
\begin{equation*}
\alpha_{i} A_{i}=0 \tag{3}
\end{equation*}
$$

and for each closed loop

$$
\begin{equation*}
\sum \alpha_{i} q_{i}=0 \tag{4}
\end{equation*}
$$

where the sum is extended over all the lines in the loop; moreover, (4) must be satisfied with nonnegative $\alpha$ 's. Landau pointed out that a singularity exists when (4) is satisfied with arbitrary $\alpha_{i}$, but did not give an explicit proof of this; as this point is important to our subsequent discussion we show that this follows from an analytic continuation in the internal masses, and the continuity theorem for singularity surfaces. ${ }^{4}$

The following remarks are contained implicitly in Landau's paper.

Let $D_{m}$ be obtained from $D$ by setting the $\alpha_{i}=0$ for $i>m$, and let $\varphi_{m}=\max _{k}\left(D_{m}\right)$. If for some $\alpha_{i}, \max _{k}\left(D_{m}\right)$ occurs for $q_{i}{ }^{2}=M_{i}{ }^{2}(i \leqslant m)$, then for any other nonnegative $\alpha_{i}(i \leqslant m), \varphi_{m} \geqslant 0$. Now, we may choose the $M_{i}{ }^{2}$ for $i>m$ so large that $\varphi_{m}$ is the minimum of $\varphi$ for nonnegative $\alpha$ 's. For any $\alpha_{i}>0(i \leqslant m)$ and $p_{i}{ }^{2}>0$ we determine $q_{i}$ which satisfy (4) (this is just the maximization problem) and define for $i \leqslant m$ masses $M_{i}$ by the equation $q_{2}{ }^{2}=M_{2}{ }^{2}$. Hence masses exist such that any

[^52]"Landau diagram" corresponds to the first singularity. There are two cases to be considered, which can easily be distinguished upon inspection of the Landau diagram. If some of the masses obtained by the procedure described are constant, or satisfy a relation independent of the $\alpha$ 's and the $z$ 's, then we do not in general have either a solution to (4) or a singularity. Otherwise, as the $\alpha$ 's and $z$ 's are varied these masses take on all possible values, in which case it follows from the continuity theorem that for any internal masses there is always a singularity when Eqs. (3) and (4) are satisfied, although this singularity might not appear on the principal sheet of the Riemann surface.
In order to discuss the analytic continuations of $F$, we eliminate the delta function from (2), by replacing the $\alpha_{i}$ by $\lambda \alpha_{i}$, multiplying by a suitable entire function of $\lambda$ (say $e^{-\lambda}$ ) and integrating over $\lambda$. This gives the equation
\[

$$
\begin{equation*}
F=(N-1)!\int \Pi(d \alpha) \Pi\left(d^{4} k\right) B D^{-N} \bar{\alpha}^{-1} \exp \left(-\tilde{\alpha}^{-1}\right) \tag{5}
\end{equation*}
$$

\]

In (5), the $\alpha_{i}$ vary independently over any suitable contours from 0 to $\infty$. We may use this equation to interpret Landau's conditions in the complex region. We use an idea introduced by Hadamard, ${ }^{5}$ which has already been exploited in a similar problem by Eden. ${ }^{6}$ If we first integrate over the $k_{i \mu}$, we obtain an integrand which is singular when $\varphi$ vanishes, where in the general case $\varphi$ is an extremum of $D$. The singularities of $F$ occur when some of the $\alpha_{i}$ are fixed at the lower limit of integration, while the contours over which the remaining $\alpha_{i}$ are integrated are trapped between coalescing singularities. In other words, $\varphi$ must have a double zero with respect to each of the free variables, which leads directly to Landau's conditions (3) and (4). It is also necessary that for $z_{a}$ in the neighborhood of a singularity of $F$, the contours actually pass between these nearly coalescent zeros. We know that this occurs when we consider the first singularity; we obtain an illustration of the continuity theorem if we note that when the $M_{i}$ are varied, if the $z_{a}$ are simultaneously varied so as to keep the zeros in a nearly coalescent configuration, the contours must remain entrapped.
Since the integrand in (5) is always singular when $\tilde{\alpha}=0$, if $D$ vanishes for $\tilde{\alpha}=0$ the condition of a double zero with respect to the free variables is relaxed. In this case we might have a singularity even if conditions (3) and (4) do not hold, although such a singularity could never appear on the principal sheet. We shall show, in Sec. III, that an "anomalous" singularity of this type actually occurs in the third-order vertex.

[^53]
## II. DISCONTINUITIES OF FEYNMAN AMPLITUDES

## A. Calculation of the Discontinuity

We shall prove the following theorem: Let $F$ denote the amplitude defined by Eq. (1), and let $F_{m}$ denote the discontinuity of $F$ across a branch cut starting from a singularity defined by Landau's conditions (3) and (4) in which $A_{i}=0$ for $i \leqslant m$; then

$$
\begin{align*}
F_{m}= & (2 \pi i)^{m} \\
& \times \int \frac{B \prod\left(d^{4} k\right) \delta_{p}\left(q_{1}{ }^{2}-M_{1}{ }^{2}\right) \cdots \delta_{p}\left(q_{m}{ }^{2}-M_{m}{ }^{2}\right)}{A_{m+1} \cdots A_{N}} \tag{6}
\end{align*}
$$

(The notation implies a particular ordering of the lines.) The subscript $p$ on the delta functions means that only the contribution of the "proper" root of $q_{i}{ }^{2}=M_{i}{ }^{2}$ is to be taken. Equation (6) is a simple generalization of well-known results, and follows directly from the Hadamard-Eden analysis.

Consider the contracted Feynman graph obtained by fusing the vertices connected by the lines $i>m$. Let $\nu$ be the number of independent loops in this contracted graph. We can choose the $k_{j}$ so that the $q_{i}(i \leqslant m)$ depend only on those $k_{j}$ for which $j \leqslant \nu$. If the $m \times 4 \nu$ matrix

$$
J_{i, j \mu}=\partial q_{\imath}{ }^{2} / \partial k_{j \mu}
$$

is of rank $m$, we may choose as integration variables $\xi_{i}=q_{i}{ }^{2}$ for $i \leqslant m$, and $4 \nu-m$ additional variables. The $q_{i}{ }^{2}$ are the squared distances between certain points in momentum space, and the $\xi_{i}$ for $m<i \leqslant 4 \nu$ may be interpreted as related angle variables. We shall discuss later the circumstance that $J_{i, j \mu}$ has a rank smaller than $m$ for all $k_{j \mu}$. If the rank is too small only when the $k_{j \mu}$ satisfy particular relations, these exceptional points may in general be avoided by appropriate indentations of the $k_{j \mu}$ contours. We therefore obtain

$$
\begin{align*}
& F=\int_{a_{1}}^{b_{1}} d q_{1}{ }^{2} \cdots \int_{a_{m}}^{b_{m}} d q_{m}{ }^{2} \\
& \times \int \frac{\Pi_{m<i \leq 4 v}\left(d \xi_{i}\right) \Pi_{j \gg}\left(d^{4} k_{j}\right)}{J A_{1} \cdots A_{N}}, \tag{7}
\end{align*}
$$

where

$$
J=\operatorname{det}\left(\partial \xi_{i} / \partial k_{j \mu}\right)
$$

The limits of integration ( $a_{j}, b_{j}$ ) for the $q_{j}{ }^{2}$ integration are the extrema of $q_{j}{ }^{2}$ for fixed $q_{i}{ }^{2}(i<j)$. This leads to the equations (for each loop of the contracted graph)

$$
\begin{equation*}
\sum_{(i \leq j)} \beta_{i} q_{i \mu}=0, \tag{8}
\end{equation*}
$$

where the $\beta_{i}$ are Lagrange multipliers. From (8) for $j=m$ we see that Landau's conditions (3), (4) imply that when a singularity develops, the point where the $A_{i}=0$ for $i \leqslant m$ lies on the boundary of the region of integration. Equation (8) also shows that the rank of $J_{i, j \mu}$ is always too small on the boundary of the integration region, but this gives no difficulty. In certain
cases each set of the $q_{i}{ }^{2}$ corresponds to two points in momentum space; in these cases we interpret the $q_{m}{ }^{2}$ integration as being taken over the closed contour which encloses the two points $a_{m}$ and $b_{m}$ where $J$ is singular. ${ }^{7}$

For brevity we denote by $z$ a point in the (manysheeted) space of the invariants. Let $z_{0}$ denote any point on the singularity surface in question which does not also lie on some other singularity surface.

We first suppose that all the integrations in (7) have been performed, except that over $q_{1}{ }^{2}$. Then we write

$$
\begin{equation*}
F=\int_{a_{1}}^{b_{1}} d q_{1}^{2}\left(M_{1}^{2}-q_{1}^{2}\right)^{-1} F_{(1)}\left(q_{1}^{2}\right) \tag{9}
\end{equation*}
$$

Now, by hypothesis, (A) $F$ is singular when $z \rightarrow z_{0}$, and (B) $F$ would not be singular at $z_{0}$ if the factor ( $\left.\left.M_{1}{ }^{2}-q_{1}\right)^{2}\right)^{-1}$ were absent or if the mass $M_{1}$ were changed. Therefore, the contour of the $q_{1}{ }^{2}$ integration must pass between the pole $q_{1}{ }^{2}=M_{1}{ }^{2}$ and a singularity of $F_{(1)}\left(q_{1}{ }^{2}\right)$ at $q_{1}{ }^{2}=Q^{2}$, where $Q^{2} \rightarrow M_{1}{ }^{2}$ when $z \rightarrow z_{0}$. We may replace this contour by one on the other side of the pole $q_{1}{ }^{2}-M_{1}{ }^{2}$ and a very small circle enclosing this pole, where the contour which avoids the pole gives a contribution to $F$ which is regular in the neighborhood of $z_{0}$. The singular part of $F$ is therefore

$$
\begin{equation*}
F_{s}= \pm 2 \pi i F_{(1)}\left(M_{1}{ }^{2}\right) . \tag{10}
\end{equation*}
$$

The argument given is not sufficient to determine the sign.

After applying the foregoing argument in succession to the variables $q_{2}{ }^{2} \cdots q_{m-1}{ }^{2}$, we obtain

$$
\begin{equation*}
F_{s}=\int_{a_{m}}^{b m} d q_{m}^{2}\left(M_{m}^{2}-q_{m}{ }^{2}\right)^{-1} F_{(m)}\left(q_{m}^{2}\right) . \tag{11}
\end{equation*}
$$

In (11), $a_{m}$ and $b_{m}$ are the limits calculated with $q_{1}{ }^{2}=M_{i}^{2}$ for $i<m$. When $z \rightarrow z_{0}$, it follows from (8) that one of these limits coincides with the point $q_{m}{ }^{2}=M_{m}{ }^{2}$. It is obvious that the discontinuity across a branch cut starting from $z_{0}$ is $2 \pi i F_{(m)}\left(M_{m}{ }^{2}\right)$. When the $q_{m}{ }^{2}$ integration is taken over a contour enclosing the points $a_{m}$ and $b_{m}$, the two branches of $F_{s}$ are determined by whether the pole $q_{m}{ }^{2}=M_{m}{ }^{2}$ lies inside this contour or not, so we obtain the same result.

We now define the sign of $F_{m}$ by analytic continuation from the case where the masses are such that the singularity in question is the first encountered as the $z_{a}$ are continued through real values from the singularity-free region, and $z$ is a real point just beyond this singularity. It was shown in the Introduction that it is possible to do this. We define the discontinuity $F_{m}(z)$ to be the difference between $F(z)$ as calculated by giving the masses small negative imaginary parts and that calculated with small positive imaginary parts;

[^54]that is,
\[

$$
\begin{equation*}
F_{m}(z)=F_{-i \epsilon}(z)-F_{+i \epsilon}(z) . \tag{12}
\end{equation*}
$$

\]

Now consider the $q_{m}{ }^{2}$ integration: Equation (12) implies that the discontinuity is given by a clockwise contour around the pole. But the same result must hold for all $q_{2}^{2}$. This proves Eq. (6) for the case that the rank of the matrix $\partial q_{i}^{2} / \partial k_{j \mu}$ is equal to $m$, except that in transforming back to the $k_{i \mu}$ we must be careful to keep only the contribution from the proper root of $q_{i}{ }^{2}=M_{i}{ }^{2}$.
There are two cases in which the rank of $J_{i, j \mu}$ is too small; either this happens only for $z$ which satisfy some particular relation, which restricts these $z$ to lie on some surface, or else it occurs identically, for all $z$. In the first case, (6) is valid for all nonexceptional $z$, but the discontinuity might be singular when $J_{i, j \mu}$ is singular. If the rank is always too small, as when $m>4 \nu$, we consider the singularity obtained by eliminating a sufficient number of lines (say for $m^{\prime}<i \leqslant m$ ) that the rank of the reduced matrix $\partial q_{i}^{2} / \partial k_{i \mu}$ is $m^{\prime}$. The singularity of the larger matrices implies that the eliminated $q_{i}{ }^{2}$ can be expressed in terms of the $q_{r}^{2}$ for $i \leqslant m^{\prime}$. Hence when we evaluate the discontinuity $F_{m^{\prime}}$ by Eq. (6), we find that $F_{m^{\prime}}$ has not a branch point but a pole when one of the eliminated $A_{i}$ vanishes. These exceptional cases will be illustrated in Sec. III.

## B. Singularities of the Discontinuity Function

We may think of $F_{m}(z)$ as the difference between the values of $F(z)$ on two different sheets, so the singularity surfaces of $F_{m}(z)$ will be contained among those of $F(z)$. We discuss these singularities by introducing $N-m$ Feynman parameters $\alpha_{i}(i>m)$ and repeating Landau's calculation. When we integrate over the $k_{i \mu}$, we obtain a singularity for those values of the $\alpha_{i}$ for which

$$
\varphi=\operatorname{Extremum}_{k}\left(\sum_{i>m} \alpha_{i} A_{i}\right)
$$

vanishes. However, the variables $k_{i \mu}$ are not all independent, because they satisfy the constraints $A_{i}=0$ for $i \leqslant m$. These constraints are introduced into the extremization by using $m$ Lagrange multipliers, which we also call $\boldsymbol{\alpha}_{i}(i \leqslant m)$. This leads to the equation $\sum \alpha_{i} q_{i \mu}=0$, which is identical to (4). The integration over the Feynman parameters is singular when some of them are zero, and $\varphi$ is a vanishing extremum with respect to the rest. This leads to Eq. (3) for $i>\mathrm{m}$. We are not allowed to omit any of the conditions $A_{i}=\mathbf{0}$ for $i \leqslant m$, so the singularities of $F(z)$ which are also singularities of $F_{m}(z)$ correspond to Landau diagrams in which lines have been added to the Landau diagram which defined the original singularity. The other singularities of $F$ necessarily appear on both sheets and cancel when we calculate the difference. As we have pointed out before, there is also a possibility of non-Landauian singularities.

Let us denote by $F_{m, m^{\prime}-m}(z)$ the discontinuity of $F_{m}(z)$ across a branch cut starting from the branch point for which $A_{i}=0$ for $m<i \leqslant m^{\prime}$. We calculate $F_{m, m^{\prime}-m}$ by the same method used to calculate $F_{m}$; we use the $q_{i}{ }^{2}$ as variables for $i \leqslant m^{\prime}$. It is clear that all the steps in the proof (except for determination of the sign) are identical. Moreover, we find that

$$
\begin{equation*}
F_{m, m^{\prime}-m}(z) \equiv F_{m^{\prime}}(z) \tag{13}
\end{equation*}
$$

[We use Eq. (13) to define the sign of $F_{m, m^{\prime}-m}$.] It may be noted that it can be proved independently (by extending the argument in the Introduction) that the singularity of $F$ which corresponds to $A_{i}=0$ for $i \leqslant m^{\prime}$ only appears on one of two adjacent sheets connected by the branch point corresponding to $A_{i}=0$ for $i \leqslant m$.

## C. Unitarity Condition

Consider two graphs, each with $m$ outgoing lines, and with $r$ and $s$ incoming lines, respectively. Let $F$ and $G$ denote the corresponding amplitudes. The unitarity of the $S$ matrix implies that these two graphs give a contribution to the imaginary part of the $T$ matrix (for $r$ outgoing and $s$ incoming particles) which is, apart from numerical factors and with neglect of the spins of the particles,

$$
\begin{equation*}
\tau_{r s(m)}=\int d \tau_{m} F^{*} G \tag{14}
\end{equation*}
$$

where $d \tau_{m}$ is the volume element in the phase space of $m$ particles. Let $q_{i}$ and $W_{i}$ denote the momenta and energies of these $m$ particles. As a consequence of momentum conservation, the $\mathbf{q}_{i}$ depend linearly on $m-1$ integration variables $\mathbf{k}_{i}$. With a covariant normalization of states, we have

$$
\begin{equation*}
d \tau_{m}=\frac{d^{3} k_{1} \cdots d^{3} k_{m-1}}{\left(2 W_{1}\right) \cdots\left(2 W_{m}\right)} \delta\left(\sum W_{i}-E\right), \tag{15}
\end{equation*}
$$

where $E$ is the total energy. We may introduce $m-1$ new integration variables $k_{i 4}$ and write (15) as follows:

$$
\begin{equation*}
d \tau_{m}=d^{4} k_{1} \cdots d^{4} k_{m-1} \delta_{p}\left(q_{1}^{2}-M_{1}^{2}\right) \cdots \delta_{p}\left(q_{m}^{2}-M_{m}^{2}\right) \tag{16}
\end{equation*}
$$

In (16) the $q_{i 4}$ are the same functions of the $k_{i 4}$ as the $\mathbf{q}_{i}$ are of the $\mathbf{k}_{i}$. The subscript $p$ means that only the "proper" root of $q_{i}{ }^{2}=M_{i}{ }^{2}$, that for which $q_{i 4}$ is positive, is to be considered when the integrations are carried out.

Equation (14) is first obtained for real momenta. To continue it to the complex region we introduce the explicit forms of $G$ and $F$, with the notation that $q_{i}$ is the momentum of any internal line, and $k_{i}$ is any integration variable. Then (14) becomes
$\tau_{r s(m)}=\int \frac{\Pi\left(d^{4} k\right) B \delta_{p}\left(q_{1}^{2}-M_{1}^{2}\right) \cdots \delta_{p}\left(q_{m}^{2}-M_{m}^{2}\right)}{A_{m+1} \cdots A_{N}}$,
where $A_{i}=M_{i}{ }^{2}+i \epsilon-q_{i}{ }^{2}$ for lines belonging to the graph $F$, and $A_{i}=M_{i}{ }^{2}-i \epsilon-q_{i}{ }^{2}$ for lines belonging to the graph $G$.

Equation (17) is just a special case of the general discontinuity formula (6) for the graph obtained by joining the graphs $F$ and $G$ by the $m$ common lines. In (17) the analytic continuations have been defined in a particular way (by the $\pm i \in$ rule), while in (6) the masses may be considered to be arbitrary. The discussion in Sec. II.B of the location of the singularities of $F_{m}(z)$ applies without modification to $\tau_{r s(m)}$.

The correspondence between the unitarity condition (17) and the general discontinuity formula (6) suggests that the general discontinuity may be looked on as a pseudounitarity condition. The particles, instead of being divided into the two groups of "initial" and "final" particles, may be divided into three or more groups.

## III. ILLUSTRATIONS

In this section we illustrate the results derived in Sec. II by applying them to the three graphs shown in Fig. 1.

## A. Fourth-Order Scattering

The singularities correspond to the vanishing of the following combinations of the $A_{i}:(13),(24),(12),(23)$, (34), (41), (123), (134), (124), (234), and (1234). The ordinary threshold is the (13) singularity. The corresponding discontinuity is obtained by replacing $A_{1}^{-1}$ and $A_{3}{ }^{-1}$ by $2 \pi i \delta_{p}\left(A_{1}\right)$ and $2 \pi i \delta_{p}\left(A_{3}\right)$. The discussion in Sec. II.B shows that this discontinuity has only the singularities (13), (123), (134), and (1234). The Mandelstam spectral function ${ }^{3}$ is, apart from a factor of four, the discontinuity of this discontinuity function across the (1234) singularity, which is

$$
\begin{equation*}
F_{4}=\int d^{4} k \delta_{p}\left(q_{1}^{2}-M_{1}^{2}\right) \cdots \delta_{p}\left(q_{4}{ }^{2}-M_{4}^{2}\right) \tag{18}
\end{equation*}
$$

Reverting to the variables used in the proof of (6),


Fic. 1. Feynman graphs considered in Sec. III.
we have

$$
\begin{align*}
F & =\int J^{-1} d q_{1}{ }^{2} \cdots d q_{4}{ }^{2} \delta\left(q_{1}^{2}-M_{1}^{2}\right) \cdots \delta\left(q_{4}{ }^{2}-M_{4}^{2}\right)  \tag{19}\\
& =J^{-1}
\end{align*}
$$

where $J=\operatorname{det} \partial q_{i}{ }^{2} / \partial k_{\mu}=2^{4} \operatorname{det} q_{i \mu}$ is evaluated for $q_{i}{ }^{2}$ $=M_{i}{ }^{2}$. The result of Mandelstam ${ }^{3}$ and Kibble $^{8}$ is obtained from (18) by noting that $\left[\operatorname{det} q_{i \mu}\right]^{2}=\operatorname{det} q_{i} q_{j}$.

The reader will recognize $\operatorname{det} q_{i \mu}$ as the volume of the four-dimensional parallelepiped constructed with the $q_{i}$ as edges. The vectors $q_{i}$ have lengths $M_{i}$, and they have such directions that when drawn from a common vertex $Q$, their ends are vertices of the tetrahedron constructed from the external momenta (see Fig. 2). Complex vectors are to be used in drawing the figure, when necessary. This figure (a simplex) is one corner of the parallelepiped; its volume $V$ is $1 / 4$ ! times the volume of the parallelepiped. Hence $J=2^{4} 4!V$.

Landau's condition for the location of the (1234) singularity is that the point $Q$ should lie in the hyperplane of the tetrahedron. In this case $V=0$. It should


Fig. 2. The Mandelstam spectral function is the reciprocal of the volume of this figure.
be noted that the transformation from the $k_{\mu}$ to the $q_{i}{ }^{2}$ is singular when the tetrahedron degenerates to a planar figure. But $4 V$ is the product of the volume of the tetrahedron and the altitude of the point $Q$ from the hyperplane of the tetrahedron, and when the volume of the tetrahedron vanishes, the altitude, for fixed lengths of the $q_{i}$, becomes infinite in such a way that $V^{-1}$ is analytic.

## B. Third-Order Vertex

The discontinuity across the (123) branch cut is
$F_{3}=\frac{1}{2 \pi} \int d^{4} k \delta_{p}\left(q_{1}{ }^{2}-M_{1}{ }^{2}\right) \delta_{p}\left(q_{2}{ }^{2}-M_{2}{ }^{2}\right) \delta_{p}\left(q_{3}{ }^{2}-M_{3}{ }^{2}\right)$.
Consider the point $Q$ whose squared distances from the vertices of the triangle ( $p_{a}, p_{b}, p_{c}$ ) are $q_{i}{ }^{2}$ (see Fig. 3). The locus of $Q$ in four-dimensional space is a circle whose radius $\kappa$ is the altitude of $Q$ from the plane of the triangle. Transforming to new variables, we have

$$
\begin{equation*}
d^{4} k=\kappa d \varphi d^{3} k=\kappa d \varphi \Pi\left(d q_{2}^{2}\right) J_{3}^{-1} \tag{21}
\end{equation*}
$$

Fig. 3. Geometrical construction associated with the third-order vertex.

where $J_{3}=8 \operatorname{det} q_{i a}$ is a $3 \times 3$ determinant. Hence we obtain

$$
\begin{equation*}
F_{3}=\kappa J_{3}^{-1} . \tag{22}
\end{equation*}
$$

Now det $q_{i \alpha}$ is 3 ! times the volume of the tetrahedron in Fig. 3, which in turn is $\frac{1}{3} \kappa Q$, where $Q$ is the area of the triangle. Therefore,

$$
\begin{align*}
F_{3} & =2^{-4} Q^{-1} \\
& =\frac{1}{4}\left\{p_{a}{ }^{4}+p_{b}{ }^{4}+p_{c}{ }^{4}-2 p_{a}{ }^{2} p_{b}{ }^{2}-2 p_{a}{ }^{2} p_{c}{ }^{2}-2 p_{b}{ }^{2} p_{c}{ }^{2}\right\}^{-\frac{1}{2}} . \tag{23}
\end{align*}
$$

We see that $F_{3}$, and therefore also $F$ on at least one sheet, is singular when $Q=0$. In this example, $a$ singularity of the matrix $\partial q_{i}^{2} / \partial k_{\mu}$ actually is associated with a singularity of $F$. The singularity can be shown to correspond, in terms of the Feynman parametrization discussed in the Introduction, to the case $\alpha_{1}+\alpha_{2}+\alpha_{3}=0$.

## C. Example of Redundant Lines

Consider the graph shown in Fig. 1 which has five lines in one loop. Landau's procedure shows there is a singularity when all five $A_{i}=0$, but this is not a branch point. The discontinuity across the (1234) branch cut is shown by the method of Sec. III.A to be

$$
\begin{equation*}
F_{4}=J^{-1}\left(q_{5}^{2}-M_{5}^{2}\right)^{-1} \tag{24}
\end{equation*}
$$

where $J$ and $q_{5}{ }^{2}$ are functions of the external momenta and of $M_{1}, \cdots, M_{4}$. When the external momenta are such that $q_{5}{ }^{2}=M_{5}{ }^{2}, F_{4}$ has a pole. Since $F_{4}$ is the difference between values of the amplitude $F$ on two adjacent sheets, and since the (12345) singularity only appears on one of them, $F$ also has a pole. The location of the pole corresponds to the possibility of drawing the Landau diagram with four-dimensional vectors; the nonexistence of a branch cut corresponds to the impossibility of buckling the diagram into an extra dimension.
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#### Abstract

The question of consistency of the canonical reduction of general relativity (obtained by eliminating constraints and also imposing coordinate conditions in the action or generator) is examined. It is shown that the equations of motion obtained from this "reduced" formalism agree with the original Einstein equations. Agreement is also established for the generators of space-time translations. In order to establish consistency, it is necessary to discard certain well-defined divergence terms in the original Lagrangian. These would otherwise appear as nondivergences in the reduced Lagrangian, incorrectly altering the equations.


## 1. INTRODUCTION

A$S$ is well known, general relativity differs from all other field theories in that its "stress tensor" vanishes (to within a divergence) as a consequence of the constraint equations of the theory. This singular behavior arises due to the invariance of relativity under general coordinate transformations. Thus the generator of translations with respect to the (arbitrary) time coordinate would indeed be expected to vanish since any apparent "time" translation could be removed by a mere relabeling. Real motion is to be expressed in terms of physically meaningful time and space coordinates which must be functionals of the metric. Therefore, in order to isolate the dynamics of the system (i.e., to obtain the correct nonvanishing stress tensor), one must specify the dynamical variables as functions of those variables being used as coordinates. Such a procedure is equivalent to imposing coordinate conditions; it also involves elimination of redundant variables by means of the constraint equations.

This program has been previously carried out, ${ }^{1}$ and results in a canonical form for the theory, that is, in a "reduced" Lagrangian of the form

$$
\begin{equation*}
\mathscr{L}=\sum_{A=1}^{2} \pi_{A} \partial \phi^{A} / \partial t-\mathscr{K}\left[\pi_{A}, \phi^{A}\right] \tag{1.1}
\end{equation*}
$$

where $\phi^{4}, \pi_{A}$ are two independent canonically conjugate pairs of field variables and $\mathcal{H}$ is the nonvanishing Hamiltonian density. The functions $\phi^{A}$ and $\pi_{\Lambda}$, as

[^55]well as those variables being used as the space-time coordinates, were expressed explicitly in terms of the metric field $g_{\mu \nu}$ and its first time derivatives. The form of Eq. (1.1) automatically ensured the internal consistency of the canonical formalism in that the Poisson bracket (P.B.) equations of motion are identical with the Hamilton-Lagrange equations of motion obtained by varying Eq. (1.1). Correspondingly, the canonical momentum $\mathbf{P}^{C}=-\int d^{3} \Sigma^{2} \pi_{A} \nabla \phi^{A}$ arising in the reduced formalism of Eq. (1.1), correctly generates spatial translations there:
\[

$$
\begin{equation*}
\left[f\left(\pi_{A}, \boldsymbol{\phi}^{A}\right), \mathbf{P}^{C}\right]=\boldsymbol{\nabla} f . \tag{1.2}
\end{equation*}
$$

\]

The primary consistency check of the canonical formalism, however, lies in the demonstration of agreement between it and the original Einstein equations. In the process of eliminating redundant variables some subtleties arise, which it is the purpose of this note to examine. In particular, we shall verify that indeed this "external" consistency does hold and that the expressions given for energy-momentum correctly generate space-time translations in the chosen coordinate frame. This result is valid also when matter is coupled to the gravitational field (see Appendix).

In the canonical reduction to Eq. (1.1) from the Einstein-Lagrangian, a complication arises not present in analogous situations for particle mechanics or simple field theories: a term which, in the original Lagrangian (or "Hamiltonian") is a pure divergence, may cease to be a divergence upon elimination of the redundant variables and hence may contribute to the equations of motion obtained from the reduced Lagrangian (or Hamiltonian). Consequently, a Lagrangian obtained by substituting solutions from the constraint equations into the original one may give incorrect equations of motion. For example, suppose a theory contained several dynamical variables $\phi_{A}$ and a redundant variable $C$ with the constraint
equation

$$
\begin{equation*}
\nabla^{2} C=\phi_{1}{ }^{2} \tag{1.3}
\end{equation*}
$$

A term $\nabla \cdot \nabla C$ in the original Lagrangian makes no contribution to the equations of motion there, while in the reduced Lagrangian (where the constraints are eliminated), this term would appear as $\phi_{1}{ }^{2}$ and would contribute. Further, the addition of a divergence may correspond merely to the change of position of a derivative in the original Lagrangian. Whether or not such terms should be included in the original Lagrangian is not directly determined by the original field equations. Yet, the decision to keep or drop these divergences can strongly modify the resulting field equations of the reduced system.

In Lagrangians of the form obtained by parameterizing standard field theories (which form includes general relativity as an "already parameterized" case), there is a unique specification of what divergence terms are to be retained. This requirement leads precisely to a form for the field Lagrangian, which is the natural generalization of the particle case. In the next section it will be shown that upon elimination of redundant variables at this point, the correct equations of motion may be obtained from the reduced Lagrangian. In Sec. 3, the consistency of the spatial generators will be demonstrated. We shall show that the expression previously obtained (in III) for the momentum density (by inserting constraints and coordinate conditions into the original generator), differs from the canonical one merely by a divergence in the canonical variables. Finally, some of our results will be used to comment (in Sec. 4) on other techniques of dealing with general relativity.

## 2. REDUCTION OF THE LAGRANGIAN

It was shown in III that the Lagrangian of general relativity, $\mathcal{L}_{G R}=\left(-{ }^{4} g\right)^{\frac{1}{4}} R$, could be recast into the form ${ }^{2}$

$$
\begin{align*}
\mathscr{L}_{G R}=-g_{i j} \partial \pi^{i j / \partial t}- & N_{\mu} R^{\mu} \\
& -2\left[g^{\frac{1}{2}} N_{0}^{\mid i}+N_{j}\left(\pi^{i j}-\frac{1}{2} g^{i j} \pi\right)\right]_{, i} \tag{2.1}
\end{align*}
$$

where

$$
\begin{equation*}
R^{0} \equiv-g^{\frac{1}{2}}\left[{ }^{3} R+g^{-1}\left(\frac{1}{2} \pi^{2}-\pi_{i j} \pi^{\pi^{i}}\right)\right] \tag{2.2a}
\end{equation*}
$$

and

$$
\begin{equation*}
R^{i} \equiv-2 \pi^{i j^{1 j}} \tag{2.2b}
\end{equation*}
$$

are linear combinations of $G_{\mu}^{0} \equiv{ }^{4} R^{0}{ }_{\mu}-\frac{1}{2} \delta_{\mu}{ }^{4} R$. Here

$$
\begin{equation*}
N_{0} \equiv\left(-g^{00}\right)^{-\frac{1}{2}}, \quad N_{i} \equiv{ }^{4} g_{0 i}, \quad \pi \equiv \pi^{i j_{i j}} g_{i j}, \tag{2.3}
\end{equation*}
$$

and

$$
\pi^{i j} \equiv\left(-{ }^{4} g\right)^{1}\left[{ }^{4} \Gamma^{0}{ }_{m n}-g_{m n}{ }^{4} \Gamma^{0}{ }_{p q} g^{p q}\right] g^{m i} g^{n i} .
$$

[^56]This Lagrangian is of the general form ${ }^{3}$

$$
\begin{align*}
\mathscr{L}=\sum_{I=1}^{N+4} \pi_{I} \partial \phi^{I} / \partial t-N_{\mu} R^{\mu}\left(\phi^{J}, \pi_{J}\right) & \\
& +\left[\mathfrak{F}^{i}\left(\pi_{J}, \phi^{J}, N_{\mu}\right)\right]_{, i} \tag{2.4}
\end{align*}
$$

which form is also found when matter is coupled to the gravitational field (see IV and V). The same structure arises upon parameterization of standard field theories (e.g., the scalar meson example in III), and is the straightforward generalization of the parameterized particle Lagrangian ${ }^{4}$

$$
L=\sum_{i=1}^{M} p_{i} q^{i \prime}+p_{M+1} q^{M+1^{\prime}}-N R
$$

where the constraint $R$ may be taken as $R \equiv p_{M+1}$ $+\pi c\left(p_{i}, q_{i}\right)$; a prime denotes a derivative with respect to the (arbitrary) parameter $\tau$ which replaces the time in this formulation. Note that the divergence term of $£$ in Eq. (2.4) is determined uniquely by the requirement that the $R^{\mu}$ not be functions of the Lagrange multipliers $N_{\mu}$. For example, gradients appearing in $R^{\mu}$ cannot be moved by means of integrations by parts, which would give rise to gradients of $N_{\mu}$ outside the total divergence term; this is not allowed in the standard form of Eq. (2.4).

In the remainder of this section, we shall compute the equations of motion obtained by varying the action

$$
\begin{equation*}
I=\int d^{4} x \mathcal{L} \tag{2.5}
\end{equation*}
$$

and we shall insert into these the solutions of the constraint equations and the coordinate conditions. (The term $\mathfrak{F}^{j}{ }_{j}$ in $\mathscr{L}$ does not contribute in this analysis.) We will then verify that these equations agree with those obtained by varying the reduced Lagrangian $\mathscr{L}_{R}$; here $\mathscr{L}_{R}$ is that Lagrangian obtained by substituting constraints and coordinate conditions into $\&$ with the divergence $\mathfrak{F}^{j}{ }_{, j}$ discarded.

The constraint equations $R^{\mu}=0$ result from varying $N_{\mu}$. They state that four of the momenta $\pi_{i}$ are not independent canonical variables, corresponding to the fact that four of the $\phi^{I}$ are not really field variables, but rather physical space-time coordinates. We assume that $\phi^{I}$ and $\pi_{r}$ are so chosen that the coordinate conditions

$$
\begin{equation*}
\phi^{N+\mu}=x^{\mu} \tag{2.6}
\end{equation*}
$$

[^57]are physically acceptable. ${ }^{5}$ With the convention that the index $A$ runs from 1 to $N$, we write the solutions of the constraint equations
\[

$$
\begin{equation*}
\delta I / \delta N_{\mu}=R^{\mu}\left(\pi_{N+\mu}, \phi^{A}, \pi_{A}, \phi^{N+\mu}\right)=0 \tag{2.7}
\end{equation*}
$$

\]

in the form

$$
\begin{equation*}
\pi_{N+\mu}=\mathcal{T}_{\mu}^{0}\left[\phi^{A}, \pi_{A}, \phi^{N+\mu}\right] \tag{2.8}
\end{equation*}
$$

Since $R^{\mu}$ may involve spatial derivatives, we use the functional notation $\mathcal{T}_{\mu}{ }_{\mu}\left[\phi^{A}, \pi_{A}, \phi^{N+\mu}\right]$ to take into account the possible appearance of operators such as ( $1 / \nabla^{2}$ ) in Eqs. (2.8). Indeed, just this circumstance (having no simple analog in particle mechanics) gives rise to the "divergence" problem under discussion here.

Varying $\phi^{A}$ and $\pi_{A}$ in the action integral yields the equations of motion

$$
\begin{align*}
& \partial \pi_{A}(x) / \partial t=-\int d^{4} y N_{\mu}(y)\left[\delta R^{\mu}(y) / \delta \phi^{A}(x)\right]  \tag{2.9a}\\
& \partial \phi^{A}(x) / \partial l=\int d^{4} y N_{\mu}(y)\left[\delta R^{\mu}(y) / \delta \pi_{A}(x)\right] . \tag{2.9b}
\end{align*}
$$

Since the $R^{\mu}$ contain no time derivatives, $\delta R^{\mu}(y) / \delta \phi^{A}(x)$ will contain $\delta\left(y^{0}-x^{0}\right)$ as a factor; however, spatial derivatives of $\phi^{A}$ in $R^{\mu}$ produce derivatives of delta functions in $\delta R^{\mu} / \delta \phi^{A}$, and thus spatial derivatives of $N_{\mu}$ may appear when the integral in Eq. (2.9a) [or Eq. (2.9b)] is evaluated. The equations

$$
\begin{equation*}
\partial \phi^{N+\mu}(x) / \partial t=\int d^{4} y N_{\alpha}(y)\left[\delta R^{\alpha}(y) / \delta \pi_{N+\mu}(x)\right] \tag{2.10}
\end{equation*}
$$

serve to determine the Lagrange multipliers $N_{\mu}$ when the functions $\phi^{N+\mu}$ are specified by the coordinate conditions.

In order to substitute the solution of the constraints, Eq. (2.8), into the dynamic equations (2.9) we expand $R^{\mu}$ in a functional Taylor series ${ }^{6}$ about the point $\pi_{N+\mu}=T_{\mu}^{0}$ (indicated in the following by $\pi=T^{\prime}$ ). The zeroth-order term vanishes and we have

$$
\begin{align*}
& R^{\mu}(y)=\int d^{4} z\left[\pi_{N+\alpha}(z)-\mathcal{T}_{\alpha}^{0}(z)\right] \\
& \times\left[\delta R^{\mu}(y) / \delta \pi_{N+\alpha}(z)\right]_{\pi=T}+\cdots \tag{2.11}
\end{align*}
$$

This allows us to compute

$$
\begin{align*}
\delta R^{\mu}(y) / \delta \phi^{A}(x)= & -\int d^{4} z\left[\delta \mathcal{T}_{\alpha}^{0}(z) / \delta \phi^{A}(x)\right] \\
& \times\left[\delta R^{\mu}(y) / \delta \pi_{N+\alpha}(z)\right]_{\pi=T^{+}+\cdots} \tag{2.12a}
\end{align*}
$$

[^58]and
\[

$$
\begin{align*}
\delta R^{\mu}(y) / \delta \pi_{A}(x)= & -\int d^{4} z\left[\delta \mathcal{T}_{\alpha}^{0}(z) / \delta \pi_{A}(x)\right] \\
& \times\left[\delta R^{\mu}(y) / \delta \pi_{N+\alpha}(z)\right]_{\pi}=\tau+\cdots \tag{2.12~b}
\end{align*}
$$
\]

where the terms represented by $\cdots$ contain $\left[\pi_{N+a}\right.$ $\left.-\mathscr{T}_{a}^{0}\right]$ as a factor and so vanish when the constraints are inserted. We now substitute Eqs. (2.12) into (2.9) and eliminate $\pi_{N+\alpha}$ by using Eqs. (2.8). The coordinate conditions (2.6) reduce Eq. (2.10) to $\delta^{\mu}=\int N_{\alpha} \delta R^{\alpha} / \delta \pi_{N+\mu}$. By using these results, the dynamic equations then become

$$
\begin{align*}
& \partial \pi_{A}(x) / \partial t=\int d^{4} \varepsilon\left[\delta T_{0}^{0}(z) / \delta \phi^{A}(x)\right]  \tag{2.13a}\\
& \partial \phi^{A}(x) / \partial t=-\int d^{4} 2\left[\delta T_{0}^{0}(z) / \delta \pi_{A}(x)\right] \tag{2.13b}
\end{align*}
$$

These equations, equivalent to the original set [Eqs. (2.9) and (2.7)] under the coordinate condition $\partial_{0} \phi^{N+\mu}=\delta^{\mu}{ }_{0}$ are easily seen to be just the Hamiltonian equations obtained from the Lagrangian

$$
\begin{equation*}
\mathcal{L}_{R}=\sum_{A=1}^{N} \pi_{A} \partial \phi^{A} / \partial t-\mathfrak{K} \tag{2.14a}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathscr{H}=-T^{0}\left[\phi^{A}, \pi_{A}\right] \tag{2.14b}
\end{equation*}
$$

Note that only the differential statement of the coordinate conditions, $\partial_{0} \phi^{N+\mu}=\delta^{\mu}{ }_{0}$, was needed in deriving the preceding result. In Eq. (2.14b) we have assumed that these coordinate conditions are chosen in such a way that $T_{0}^{0}$ has no explicit $x^{4}$ dependence in order that a set of standard conservations laws hold. ${ }^{7}$

For general relativity, one must rearrange the $g_{i j} \partial_{t} \pi^{i j}$ part of the Lagrangian of Eq. (2.1) in order to explicitly apply the general methods discussed above. This is accomplished by making an orthogonal decomposition on $\pi^{j i}$ and $g_{i j}$ similar to the one used in III. We write

$$
\begin{align*}
g^{i j}= & \delta_{i j}+h_{i j} \\
= & \delta_{i j}+h_{i j} T T+\frac{1}{2}\left[\delta_{i j} h^{T}-\left(1 / \nabla^{2}\right) h^{T}{ }_{, i j}\right] \\
& +h_{i, j}+h_{j, i}  \tag{2.15a}\\
\pi^{i j}= & \pi^{i j T T}+\frac{1}{2}\left[\delta_{i j} \nabla^{2} \bar{\pi}^{T}-\bar{\pi}^{T}, i j\right]+\pi^{i}, j+\pi^{j}, i \tag{2.15b}
\end{align*}
$$

Note that $\nabla^{2} \bar{\pi}^{T}$ used here is just $\pi^{T}$ of III and $h_{i j}$ approaches zero asymptotically. The Lagrangian (2.1) now becomes

$$
\begin{align*}
& \mathscr{L}=\pi^{i j T T} \partial_{i} h_{i j} T T \\
&  \tag{2.16}\\
&+\nabla^{2} h^{T} \partial_{0}\left(-\frac{1}{2} \pi^{T}\right) \\
&-2 \pi^{i j}{ }^{\mu}+\mathcal{F}_{0}^{\prime j}{ }_{, j}
\end{align*}
$$

[^59]In obtaining Eq. (2.16), various spatial divergences have been included in $\xi^{\prime j}{ }_{, j}$ and a total time derivative neglected. ${ }^{3}$ By choosing

$$
\begin{equation*}
\phi^{N+0} \equiv-\frac{1}{2} \pi^{T}, \quad \phi^{N+i}=x^{i}+h_{i}, \tag{2.17}
\end{equation*}
$$

one has

$$
\begin{align*}
\mathcal{L}=\pi^{i j T T} \partial_{t} h_{i j}{ }^{T T}-\left(-\nabla^{2} h^{T}\right) \partial_{t} \phi^{N+0} & -2 \pi^{i j}, \partial^{\prime} \partial_{t} \phi^{N+i} \\
& +N_{\mu} R^{\mu}+\mathcal{F}^{\prime}{ }_{, j} . \tag{2.18}
\end{align*}
$$

The formal derivation now follows with the association

$$
\begin{gather*}
\pi_{A} \equiv \pi^{i i T T}, \quad \phi^{A} \equiv h_{i j}{ }^{T T} \\
\pi_{N+0} \equiv \nabla^{2} h^{T}, \quad \pi_{N+i} \equiv-2 \pi^{i j},{ }_{, j}, \tag{2.19}
\end{gather*}
$$

since $\mathfrak{L}$ is now in the form of Eq. (2.4). As was discussed in III, the constraint equations $R^{\mu}=0$ can indeed be solved for $\pi_{N+\mu}$ and are independent of $x^{\mu}$ when the coordinate conditions $\phi^{N+\mu}=x^{\mu}$ are imposed.
The divergence $\mathfrak{F}^{i}{ }_{, j}$ in Eq. (2.4) played no role whatsoever, as a divergence never affects a variational derivative. However, $\mathfrak{L}_{R}$ of Eq. (2.14) will not necessarily be the reduced Lagrangian obtained by inserting coordinate conditions (2.6) and constraints (2.8) into the original Lagrangian of Eq. (2.4) unless $\mathfrak{F}^{i}, j$ is dropped, as was illustrated by the simple example in Sec. I. (If some particular $\mathfrak{F}^{i}, j$ happens to remain a divergence after $\phi^{N+\mu}, \pi_{N+\mu}$ and $N_{\mu}$ have been eliminated, the reduced Lagrangian will be equivalent to $\mathscr{L}_{R}$, but in general the correct way to obtain $\mathscr{L}_{R}$ is to drop the $\mathfrak{F}^{i}, j$ term before eliminating the redundant variables.) In relativity it is very easy to obtain equations such as $\partial \phi^{A} / \partial t=0=\partial \pi_{A} / \partial t$ by including a wrong divergence term in $\mathcal{E}$ while substituting constraints. In fact, it is easy to obtain such equations for variables $\phi^{A}$ and $\pi_{A}$, which are not even constants of motion in the linearized approximation.

The result obtained in this section is not an unexpected one. If one drops the term $\mathfrak{F}^{j}{ }_{, j}$ in Eq. (2.4) (which does not affect the equations of motion obtained from $\mathfrak{L}$ ), $\mathfrak{L}$ becomes just the field analog of the parameterized particle Lagrangian. It is well known ${ }^{4}$ in the particle mechanics case that one can then impose the constraint and coordinate conditions without error.

## 3. REDUCTION OF THE GENERATOR AND FIELD MOMENTUM

We consider here the generator associated with the Lagrangian of Eq. (2.4). As was discussed in III, the process of reducing the theory to canonical form can be carried out directly in the generator. We will show explicitly that this reduction is identical to the previous one. In addition, it will enable us to display the field momentum density automatically. We will see that this differs from the field momentum density derived from the reduced Lagrangian, Eq. (2.14), by a divergence of canonical variables (a "true divergence"); this will check the consistency of the spatial displacement generators.

The generator arises from the Lagrangian of Eq. (2.4) (with the $\mathfrak{F}^{i}{ }_{, j}$ now discarded) as the surface integral term in the endpoint variation of the action. It has the form

$$
\begin{equation*}
G=\int d^{3} r\left[\sum_{I=1}^{N+4} \pi_{r} \delta \phi^{I}-T_{\mu}{ }^{\prime} \delta x^{\mu}\right] \tag{3.1}
\end{equation*}
$$

The stress tensor $T^{0}{ }_{\mu}{ }^{\prime}$ vanishes (to within a divergence) as a consequence of the constraint equations, which again reflects the general covariance of the theory. Thus, the canonical tensor which arises when one makes arbitrary coordinate variations $\delta x^{\mu}$ in Eq. (2.5) (but no associated Lorentz transformations) is given by

$$
\begin{equation*}
T_{0^{0}}{ }^{\prime}=N_{\mu} R^{\mu} \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{T}_{k}^{0}{ }_{k}^{\prime}=-\sum_{I=1}^{N+4} \pi_{I} \phi^{T}, k \tag{3.3}
\end{equation*}
$$

The constraint equations $R^{\mu}=0$ obviously account for the vanishing of $T^{90}{ }_{0}{ }^{\prime}$ and we will see that $\mathcal{T}^{0}{ }_{k}{ }^{\prime}$ also vanishes (to within a divergence). The generator therefore becomes

$$
\begin{equation*}
G=\int d^{3} r\left[\sum_{A=1}^{N} \pi_{A} \delta \phi^{A}+\sum_{\mu=0}^{3} \pi_{N+\mu} \delta \phi^{N+\mu}\right] . \tag{3.4}
\end{equation*}
$$

On inserting solutions (2.8) of the constraint equations and the coordinate conditions (2.6), one has

$$
\begin{equation*}
G=\int d^{b} r\left[\sum_{A=1}^{N} \pi_{A} \delta \phi^{A}+T_{\mu}^{0} \delta x^{\mu}\right] \tag{3.5}
\end{equation*}
$$

which is the standard canonical form for a field theory generator with $N$ canonical pairs of variables $\phi^{4}, \pi_{A}$ and a generator of space-time translations $\int T_{{ }_{\mu}^{0}}^{0} \delta x^{\mu} d^{3} r$. The Hamiltonian $\mathfrak{H}=-\int d^{3} r T^{0}{ }_{0}$ is identical to the one obtained in Sec. 2, thus showing the correctness of the time-translation part. From the reduced Lagrangian $\mathfrak{L}_{R}$ of Eq. (2.14), one knows that the correct generator of space translations is the canonical field momentum

$$
\begin{equation*}
P_{k}=\int d^{3} r T^{c_{0}} \equiv-\int d^{3} r \sum_{A} \pi_{A} \phi^{A}, k \tag{3.6}
\end{equation*}
$$

(By Eq. (3.6) and the fundamental P.B. relations, one has $\left.\left[f, P_{k}\right]=\partial_{k} f\right\}$. From Eq. (3.3), one has

$$
\begin{equation*}
T_{k}^{v_{k}^{\prime}}=\tau^{c 0_{0}}-\sum_{\mu=0}^{3} \pi_{N+\mu} \phi^{N+\mu}{ }_{, k} \tag{3.7}
\end{equation*}
$$

On inserting the solutions of the constraint equations (2.8) and the coordinate conditions (2.6), one obtains

$$
\begin{equation*}
T_{k}^{0}=T^{c_{0}^{0}}-T_{k}^{0} \tag{3.8}
\end{equation*}
$$

Thus, the vanishing of $T_{k}^{0}{ }^{\prime}$ coincides with the
consistency requirement for the spatial-translation generators. ${ }^{8}$
We now show that $T^{0}$ differs from $T^{C 0}{ }_{k}$ by at most a divergence of the canonical variables. We limit ourselves to the case of general relativity. Here $\phi^{4}$ $\equiv h_{i j}{ }^{T T}, \quad \pi_{A} \equiv \pi^{i j T T}, \quad T_{0}=\nabla^{2} h^{T}, \quad$ and $\quad T_{i}=-2 \pi^{i j}, j$ (notation is as in Sec. 2), while $T^{C 0}=-\pi^{i j T T} h_{i j}{ }^{T T}{ }_{, k}$. The constraint equation which determines $T^{0}{ }_{i}$ in terms of the canonical variables reads

$$
\begin{equation*}
-2 \pi^{i i_{1 j}}=0 \tag{3.9}
\end{equation*}
$$

and can be written as

$$
\begin{equation*}
-2 \pi_{i^{i}, j} \equiv-2\left(g_{i k} \pi^{k j}\right)_{, j}=-\pi^{l j g_{l j, i}} \tag{3.10}
\end{equation*}
$$

On inserting the orthogonal decomposition for $\pi^{i j}, g_{l j}$ in Eq. (3.10), one has

$$
\begin{align*}
&-2 \pi_{i^{j}, j}=-\pi^{l i T T} h_{l j}{ }^{2 T}, i {\left[2 \pi^{l}\left(h_{l j}{ }^{T T}, i+h_{l j}{ }^{T}, i\right)\right.} \\
&\left.-\frac{1}{2} \pi^{l j T T}\left(1 / V^{2}\right) h^{T}, i t\right], j . \tag{3.11}
\end{align*}
$$

It is now necessary to show that the [],j term of Eq. (3.11) is indeed a true divergence in the sense that $f[], d^{3} r$ vanishes for arbitrary values of the canonical variables. These latter must vanish rapidly for the system to be bounded (see IVb). When $\pi^{l}$ and $g^{T}$ are expressed in terms of the canonical variables, they are seen to decrease as $1 / r$ at infinity. Thus all the terms in the bracket vanish faster than $1 / r^{2}$, and therefore $-2 \pi_{i}{ }^{i}, j$ differs from $T^{c c_{i}}$ by a true divergence. Further, since

$$
g_{i j}=\delta_{i j}+h_{i j}{ }^{T T}+h_{i j}{ }^{T},
$$

we find

$$
\begin{equation*}
-2 \pi_{i}{ }^{j}, j=-2 \pi^{i j}, j+2\left[\pi^{l i}\left(h_{i l} l^{T T}+h_{i j}{ }^{T}\right)\right]_{, j}, \tag{3.12}
\end{equation*}
$$

where the bracket in Eq. (3.12) is also a true divergence. Hence

$$
\begin{equation*}
P_{i}=\int d^{3} r T^{c 0_{i}}=\int T_{i}^{0} d^{3} r \equiv-2 \int d^{3} r \pi^{i j}, j . \tag{3.13}
\end{equation*}
$$

This estabishes explicitly that the term $\int d^{3} r T^{0} \delta x^{i}$ arising in Eq. (3.5) correctly generates spatial translations. The result holds also when matter is coupled to the gravitational field, as shown in the Appendix.

Equivalence between $T^{0}{ }_{k}$ and $T^{C C^{0}}{ }_{k}$ is valid for a parameterized Lorentz covariant theory as well. If the parameterization is carried out by rewriting the Lagrangian in a generally covariant form, but with $g_{\mu \nu}=\eta_{\alpha \beta}\left(\partial \phi^{N+\alpha} / \partial x^{\mu}\right)\left(\partial \phi^{N+\beta} / \partial x^{\nu}\right)$ (where $\eta_{\alpha \beta}$ is the Lorentz metric), then one finds for the $T^{0}{ }_{k}$ of Eq. (3.5) the standard symmetric stress tensor of the original theory. ${ }^{9}$ As is well known, this differs by a divergence from $\tau^{C 0}{ }_{k}$.

[^60]
## 4. DISCUSSION

In the preceding sections we have seen that in a Lagrangian of the form

$$
\begin{equation*}
\mathscr{L}=\sum_{I=1}^{N+\mu} \pi_{I} \partial \phi^{I} / \partial t-N_{\mu} R^{\mu}\left(\pi_{J}, \phi^{J}\right), \tag{4.1}
\end{equation*}
$$

one may insert the solutions of the constraint equations $\pi_{N+\mu}=T_{\mu}^{0}$ and the canonical coordinate conditions $\partial_{t} \phi^{N+\mu}=\delta_{0}{ }^{\mu}$ to obtain a reduced Lagrangian

$$
\begin{equation*}
\mathcal{L}_{R}=\sum_{A=1}^{N} \pi_{A} \partial \phi^{A} / \partial t+T^{0} 0\left[\pi_{A}, \phi^{A}\right] \tag{4.2}
\end{equation*}
$$

whose equations of motion are equivalent to those of Eq. (4.1). Consequently, given a Lagrangian that differs from Eq. (4.1) by a total 3-divergence, the consistent reduction method requires that this divergence be neglected before eliminating the constraints. In general relativity, then, the last term in Eq. (2.16) should be omitted (as was done in III). Thus, the canonical equations of motion in III are correctly the Einstein equations. Indeed, if one had included the divergence which actually appears in Eq. (3.1), the energy obtained from the reduced Hamiltonian for the Schwarzschild solution would have become $\frac{3}{2} m$ rather than $m$. Similarly, this Hamiltonian would give rise to wrong equations of motion even in the linearized approximation.

It was also seen that the generator associated with the Lagrangian of Eq. (4.1) gives rise, when constraints are eliminated and coordinate conditions imposed, to the generator obtained from the reduced Lagrangian of Eq. (4.2). Thus the consistency of the spatial translation generators is guaranteed.
Recently, Dirac ${ }^{10}$ has suggested an entirely different procedure for obtaining a nonvanishing Hamiltonian in general relativity. His analysis is performed within a generalized Hamiltonian formalism ${ }^{11}$ and does not make direct use of the fact that general relativity is a parameterized theory when presented in generally covariant form. The method involves writing the vanishing Hamiltonian $N_{\mu} R^{\mu}$ as

$$
\begin{equation*}
N_{\mu} R^{\mu}=\left(N_{0}-1\right) R^{0}+N_{i} R^{i}+R^{0} \tag{4.3}
\end{equation*}
$$

and dropping a particular divergence in the last term. Thus, before the redundant variables are eliminated, the new Hamiltonian density is weakly a divergence. Next, the redundant variables are eliminated by means of the constraint equations, and one arrives at a reduced Hamiltonian which is not a divergence in terms of the remaining variables. The situation here is just of the type discussed in Eq. (1.3). Such a procedure seems to us to be logically incomplete. While with the

[^61]particular choice of divergence that Dirac makes, the reduced Hamiltonian gives correct equations of motion in the linearized approximation, no general proof is given that the full theory is correct in this respect. It is of interest to note however, that Dirac's choice does lead to the correct numerical value of the energy. ${ }^{12}$

## APPENDIX

Here we extend, for the case of coupling, the proof given in text that the field energy momentum of the reduced generator correctly generates space-time translations. For the momentum, our derivation consists, as in Sec. 3, in showing that this momentum density differs from the canonical one by a true divergence. In $V$, it is shown that when the Maxwell field and point charges are coupled to the gravitational field, the coefficient of $\delta x^{i}$ in the total reduced generator is still $-2 \pi^{i j},{ }_{j}$. The effect of the matter enters through the constraint equations used to solve for $-2 \pi^{i j}, j$ in terms of the canonical variables of all the fields. Thus, Eq. (3.9) now reads

$$
\begin{equation*}
-2 \pi^{i j}{ }_{\mid j}=g^{i k} \mathcal{T}_{M^{\prime}}{ }_{k} \tag{A1}
\end{equation*}
$$

[^62]where the matter momentum density is
\[

$$
\begin{equation*}
\tau_{M^{0}}{ }_{k}=B_{k j} \mathcal{E}^{j}+\left[p_{k}(t)-e A_{k}{ }^{T}\right] \delta^{3}[\mathbf{r}-\mathbf{r}(t)] . \tag{A2}
\end{equation*}
$$

\]

In Eq. (A2), $B_{k j} \equiv A_{j}{ }^{T}{ }_{, k}-A_{k}{ }^{T}{ }_{, j}$ is the magnetic field, $\mathcal{E}^{i} \equiv \mathfrak{F}^{0 j}$ is the electric field density and $A_{k}{ }^{T}$ is the transverse part of the vector potential. The quantities $r^{k}(t)$ and $p_{k}(t)$ are the canonical variables of the particle. Hence $\tau_{M^{0}}{ }_{k}$ is independent of the metric and has the same form as the symmetric stress-tensor's momentum density in flat space. Consequently, it differs from the canonical momentum density,

$$
\tau_{M}^{c c_{k}}=\mathcal{E}^{i T} A_{j}{ }^{T}, k+p_{k}(t) \delta^{3}[\mathbf{r}-\mathbf{r}(t)]
$$

only by a divergence. The proof of this makes use of the fact that $\boldsymbol{\varepsilon}=\boldsymbol{\varepsilon}^{\boldsymbol{T}}+\boldsymbol{\nabla}\left(1 / \nabla^{2}\right) \boldsymbol{e}^{\mathbf{3}}$, where $\nabla^{2}$ is the flat space Laplacian operator.

From Eq. (A1), one obtains the extended form of Eq. (3.11):

$$
\begin{equation*}
-2 \pi_{i^{j}, j}=-\pi^{l m T T} g_{l m} r{ }_{, i}+\mathcal{T}_{M^{0} i}+\mathcal{D}_{i j, j}, \tag{A3}
\end{equation*}
$$

where $D_{i j, j}$ is the divergence in Eq. (3.11). Hence $-2 \pi i^{i}{ }^{i}, j$ differs by a divergence from the total canonical momentum density,

$$
\begin{equation*}
\mathcal{T}^{C 0_{i}}=-\pi^{l m T T} g_{l m}{ }^{T T_{, i}}+\tau_{M}^{C 0_{i}} \tag{A4}
\end{equation*}
$$

Finally, as was shown in Eq. (3.12), $-2 \pi_{i}{ }^{j}, j$ differs from $-2 \pi^{i j}{ }_{, j}$ by a divergence.

That $-\nabla^{2} g^{T}$ correctly gives rise to time translations. in the coupled case, follows immediately from the results of Sec. 2. In V, it was shown that the coefficient of $\partial_{t}\left(-\frac{1}{2} \bar{\pi}^{T}\right)$ in the Lagrangian of Eq. (2.18) was unaltered by the presence of matter. Therefore, the discussion of Sec. 2 is completely unchanged by coupling.
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#### Abstract

The possibility is examined that physical space is characterized by a torsion, or an asymmetric connection, which is determined by the matter field. There exists a space with uniform torsion with the same metrical properties as conventional microspace; it is isotropic and homogeneous with a very large radius of curvature ( $R \cong 10^{28} \mathrm{~cm}$ ). The momentum operators form a group and for practical purposes commute. The torsion defines at every point two kinds of parallel transfer or two screw motions of opposite helicity. There are, consequently, two kinds of spinor field associated with the space; they are distinguished by opposite coupling to the torsion. Viewed from within the Lorentz group the torsion produces an axial vector interaction. To interpret the


given mathematical model, it is suggested that there exists a universal axial vector coupling between fermions represented by the spinor fields and bosons associated with the torsion; and that this interaction manifests itself macroscopically as a torsion of space, in the same general way that gravitational interactions correspond to a curvature of space. This general assumption leads to cosmological models characterized by relations connecting the average density of matter and the strength of the assumed interaction. For the observed average density of matter in the known universe ( $\sim 10^{-38} \mathrm{~g} / \mathrm{cm}^{3}$ ) the proposed axial vector coupling turns out, for a space of uniform torsion, to be of the order of the strong interactions.

## 1. INTRODUCTION

QUANTUM electrodynamics does not exclude small departures from a Euclidean spacetime in situations where it has been tested and large departures at smaller distances. The failure of parity conservation, the new conservation laws, which are foreign to the Lorentz group, and the old difficulties of field theory suggest that the usual assumptions about microspace should be reexamined.

The vacuum correlation functions of quantum field theory (e.g., $\left.\left\langle\psi(x) \psi\left(x^{\prime}\right)\right\rangle\right)$ presumably characterize empty space; nevertheless, they are calculated under the assumption that configuration space is Euclidean. This procedure appears to ignore Mach's principle in the sense that configuration space is postulated to be independent of the matter field. At the same time the matter field does define, in terms of such correlation functions, a mathematical structure to be associated with space, but which does not, according to the usual theory, determine the geometry of that space.

Here we investigate, in a preliminary way, a generalized spacetime in which the structure of the continuum and certain quantum expectation functions are codetermined in accord with Mach's principle. In particular, the possibility is examined that physical space is characterized by a torsion, which is determined by the matter field. With respect to metrical properties, the proposed space agrees with conventional microspace; it is isotropic and homogeneous, with a very large radius of curvature ( $R \cong 10^{28} \mathrm{~cm}$ ). The particular model considered does not admit space inversions. It turns out that the proposed theory may describe, if it has any physical content, a universal axial vector coupling.

Attempts to generalize the theory of gravitation have concentrated on the role of the electromagnetic field. Here, on the contrary, we work in the neutral approximation suggested by elementary particle theory: all

[^63]particles are regarded as neutral and the electromagnetic field vanishes identically. One might hope to get in this way a unified theory of the Fermi and gravitational interactions, which have the common properties of weakness and universality. There is nothing, however, in this approach, which obviously excludes the strong interactions and in fact the vanishing of the electromagnetic field is the condition for the exact isospin symmetry which characterizes the strong couplings.

The mathematical basis for our work was given by Cartan and Schouten ${ }^{1}$; an adaptation of their work for the purposes of this paper will now be presented.

## 2. COORDINATE AND ENNUPLE TRANSFORMATIONS

We consider a four-dimensional continuum in which the coordinates $x$ label the abstract points. It is postulated that the physical laws do not depend on how this labelling is done, i.e., that the physical laws are covariant under the general coordinate transformation

$$
\begin{equation*}
x^{\prime \mu}=f\left(x^{\mu}\right) \tag{2.1}
\end{equation*}
$$

Equation (2.1) induces the tensor transformation of a contravariant vector

$$
\begin{equation*}
\lambda^{\prime \mu}=\lambda^{\alpha} \partial x^{\prime \mu} / \partial x^{\alpha} \tag{2.1a}
\end{equation*}
$$

and corresponding transformations for other tensors.
In addition to the global coordinate transformations, it is also necessary to consider certain local transformations (of ennuples). An ennuple is defined to be a set of $n$ linearly independent vectors, ${ }^{2} \lambda^{\mu}{ }_{s}$, where the latin index indicates the vector; then

$$
\lambda \equiv\left|\lambda^{\mu}\right| \neq 0
$$

[^64]An ennuple transformation is defined as follows:

$$
\begin{align*}
\lambda^{\prime \prime \mu_{s}} & =\lambda_{m} a^{m}{ }_{e}  \tag{2.2}\\
\lambda^{\prime} & =\lambda a . \tag{2.2a}
\end{align*}
$$

The determinant $\lambda$ is therefore a pseudoscalar. Ennuples are important in any generally covariant spinor theory because they are needed to define spin transformations and the Lorentz limit of the general theory. Moreover, the structure of a space which admits distant parallelism, such as we shall discuss, may be exactly specified by a parallel ennuple field.

Since $\lambda$ does not vanish, it is possible to find a covariant vector $\lambda^{t}$, such that

$$
\begin{align*}
& \lambda^{\alpha}{ }_{s} \lambda_{\alpha}^{t}=\delta^{t}{ }_{s},  \tag{2.3a}\\
& \lambda^{\alpha}{ }_{s} \lambda^{s_{\beta}}=\delta^{\alpha}{ }_{\beta} . \tag{2.3b}
\end{align*}
$$

The two ennuples $\lambda^{\alpha}$ and $\lambda^{*}{ }_{\alpha}$ may be called reciprocal. They are not contravariant and covariant components of the same vector unless a metric is so defined that

$$
\lambda^{s}{ }_{\alpha}=g_{\alpha \beta} \lambda^{\beta}{ }_{s} .
$$

Then

$$
\sum_{s} \lambda^{s}{ }_{\alpha} \lambda^{s}{ }_{\beta}=g_{\alpha \beta} .
$$

However, consideration of the nature of the metric will be deferred until the connection has been discussed.

## 3. CONNECTION

Associate with a given vector $\lambda^{\mu}$ at $x^{\mu}$ another vector $\lambda^{\mu}+\delta \lambda^{\mu}$ at a nearby point according to either of the two equations

$$
\begin{align*}
& \delta \lambda^{\mu}=-L^{\mu}{ }_{\alpha \beta} \delta x^{\alpha} \lambda^{\beta},  \tag{A-}\\
& \delta \lambda^{\mu}=-L^{\mu}{ }_{\alpha \beta} \lambda^{\alpha} \delta x^{\beta} . \tag{A+}
\end{align*}
$$

$\delta \lambda^{\mu}$ is not a vector in general and $L^{\mu}{ }_{\alpha \beta}$ not a tensor. Let the symmetric and antisymmetric parts of $L$ be

$$
\begin{align*}
& \Gamma_{\alpha \beta}{ }_{\alpha \beta}=\frac{1}{2}\left(L^{\mu}{ }_{\alpha \beta}+L^{\mu}{ }_{\beta \alpha}\right),  \tag{3.1a}\\
& \Omega_{\alpha \beta}^{\mu}=\frac{1}{2}\left(L^{\mu}{ }_{\alpha \beta}-L^{\mu_{\beta \alpha}}\right), \tag{3.1b}
\end{align*}
$$

where $\Omega^{\mu}{ }_{a \beta}$, which is called the torsion, is a tensor and its contraction is a vector.

## 4. ABSOLUTE PARALLELISM

By integrating ( $\mathrm{A} \pm$ ) along a particular path, we may associate two $\lambda$ 's at the end of the path with the initial vector. However, the final vectors will depend on the path in general.
Consider ( $\mathrm{A}+$ ) first. In order that the final vector be independent of the path, the following equation must be integrable:

$$
\begin{equation*}
\lambda_{1 \beta^{\mu}} \equiv \partial \lambda^{\mu} / \partial x^{\beta}+\lambda^{\alpha} L^{\mu}{ }_{\alpha \beta}=0 . \tag{4.1a}
\end{equation*}
$$

The conditions of integrability are

$$
\begin{equation*}
L^{\alpha}{ }_{\beta \gamma \delta}=0, \tag{4.1b}
\end{equation*}
$$

where $L^{\alpha}{ }_{\beta \gamma \delta}$ is the curvature tensor [see Eq. (7.1)]. We shall assume that the conditions (4.1b) are satisfied, and that it is therefore possible to associate with a vector at $P$ another vector at any other point $P^{\prime}$ in a way which depends only on the points and is independent of the path joining them. ( $\mathrm{A}+$ ) is said to define an infinitesimal parallel displacement and vectors related by the integration of (4.1a) are said to be $(t)$ parallel. The condition (4.1b) is the condition of $(+)$-absolute parallelism according to which finitely separated vectors may be said without ambiguity to be parallel.

When this is the case the manifold may be specified by an ennuple field as well as by a connection, for we now have

$$
\partial \lambda_{i} / \partial x^{\beta}+\lambda^{\alpha}{ }_{i} L^{\mu}{ }_{\alpha \beta}=0 .
$$

By (2.3b),

$$
\begin{equation*}
L^{\mu}{ }_{\alpha \beta}=-\lambda^{i}{ }_{\alpha} \partial \lambda^{\mu_{i}} / \partial x^{\beta}=\left(\partial \lambda^{i}{ }_{\alpha} / \partial x^{\beta}\right) \lambda_{i} . \tag{4.2a}
\end{equation*}
$$

The antisymmetric part of the connection is

$$
\begin{gather*}
\Omega_{\alpha \beta}^{\mu}=\frac{1}{2} \lambda_{i}\left(\partial_{\alpha} \lambda^{i}{ }_{\rho}-\partial_{\beta} \lambda^{i}{ }_{\alpha}\right)  \tag{4.2b}\\
=\frac{1}{2}\left(\lambda_{\alpha} i_{\beta} \partial_{\beta}-\lambda^{i}{ }_{\beta} \partial_{\alpha}\right) \lambda_{i}{ }_{i},  \tag{4.2c}\\
\partial_{\beta}=\partial / \partial x^{\beta} .
\end{gather*}
$$

where
or

The following invariants will also prove to be important :

$$
\begin{equation*}
\frac{1}{2} \omega^{i}{ }_{j k}=\Omega^{\mu}{ }_{\alpha \beta} \lambda^{i}{ }_{\mu} \lambda^{\alpha}{ }_{j} \lambda^{\beta}{ }_{k} . \tag{4.3a}
\end{equation*}
$$

The inverse relation expresses the torsion in terms of these invariants and the components of the ennuple

$$
\begin{equation*}
\Omega^{\mu}{ }_{\alpha \beta}=\frac{1}{2} \omega^{i}{ }_{j k} \lambda^{\mu}{ }_{i} \lambda^{j}{ }_{\alpha} \lambda^{k}{ }_{\beta} . \tag{4.3b}
\end{equation*}
$$

Expressed directly in terms of the ennuple, these invariants are

$$
\begin{equation*}
\omega^{i}{ }_{j k}=\lambda^{\alpha}{ }_{j} \lambda^{\beta}{ }_{k}\left(\partial_{\alpha} \lambda^{i}{ }_{\beta}-\partial_{\beta} \lambda^{{ }^{i} \alpha}\right) . \tag{4.3c}
\end{equation*}
$$

## 5. DISPLACEMENT OPERATORS

Because of their relation to the momentum, displacement operators are of fundamental physical significance. They are now defined as follows:

$$
\begin{equation*}
X_{i}=\lambda_{i}{ }_{i} \partial_{\mu}, \tag{5.1}
\end{equation*}
$$

where $X_{i}$ means the gradient operator in the direction of $\lambda_{i}$. The commutator of two displacement operators is

$$
\begin{equation*}
\left(X_{j}, X_{k}\right)=c^{i}{ }_{j k} X_{i}, \tag{5.2a}
\end{equation*}
$$

where

$$
\begin{equation*}
c^{i}{ }_{j k}=-\omega^{i}{ }_{j k}^{i} . \tag{5.2b}
\end{equation*}
$$

The displacement operators do not commute unless the torsion vanishes. They do form a a group, however, if the structure constants $c^{i}{ }_{j k}$ are constants which satisfy the Jacobi relations; we return to this point later.

## 6. TORSION

In the usual theory of gravitation the connection is symmetric and the torsion therefore vanishes. In the
kind of manifold now under consideration the torsion does not vanish, but for simplicity we restrict ourselves to spaces which are homogeneous with respect to it. Since absolute parallelism has been defined with respect to the $(+)$ connection, uniform torsion will be defined with respect to the same connection; and the consequences for the ( - ) connection will be examined later. Therefore the condition of uniform torsion reads

$$
\begin{equation*}
\Omega_{\alpha \beta \mid \gamma^{+}}^{\mu}=0 . \tag{6.1}
\end{equation*}
$$

The corresponding condition

$$
\Gamma^{\mu}{ }_{\alpha \beta \mid \gamma^{+}}=0
$$

is not a tensor equation in general, and (6.1) is therefore the simplest differential restriction of the connection. The left side of (6.1) means the ( + )-covariant derivative with respect to $L^{\mu}{ }_{\alpha \beta}$ and is an abbreviation for

$$
\begin{align*}
\Omega^{\mu}{ }_{\alpha \beta 1 \gamma}+ & =\partial_{\gamma} \Omega^{\mu}{ }_{\alpha \beta}+\Omega^{\sigma}{ }_{\alpha \beta} L^{\mu}{ }_{\sigma \gamma}-\Omega^{\mu}{ }_{\sigma \beta} L^{\sigma}{ }_{\alpha \gamma}-\Omega^{\mu}{ }_{\alpha \sigma} L^{\sigma}{ }_{\beta \gamma}  \tag{6.2a}\\
& =\Omega_{\alpha \beta, \gamma}^{\mu}+\Omega^{\sigma}{ }_{\alpha \beta} \Omega^{\mu}{ }_{\sigma \gamma}-\Omega^{\mu}{ }_{\sigma \beta} \Omega^{\sigma}{ }_{\alpha \gamma}-\Omega^{\mu}{ }_{\alpha \sigma} \Omega^{\sigma}{ }_{\beta \gamma}, \tag{6.2b}
\end{align*}
$$

where $\Omega^{\mu}{ }_{\alpha \beta, \gamma}$ is the covariant derivative with respect to $\Gamma^{\mu}{ }_{\alpha \beta}$. The procedure followed in imposing (6.1) is very special. In a more complete theory permitting variable torsion, Eq. (6.1) would represent only a special class of solutions.

## 7. CURVATURE TENSORS

In general one may define the curvature tensors ${ }^{3}$

$$
\begin{align*}
L^{\mu}{ }_{\alpha \beta \gamma} & =\left(1-P_{\beta_{\gamma}}\right)\left\{\partial_{\beta} L^{\mu}{ }_{\alpha \gamma}+L^{\sigma}{ }_{\alpha \gamma} L^{\mu}{ }_{\sigma \beta}\right\},  \tag{7.1}\\
B^{\mu}{ }_{\alpha \beta \gamma} & =\left(1-P_{\beta \gamma}\right)\left\{\partial_{\beta} \Gamma^{\mu}{ }_{\alpha \gamma}+\Gamma^{\sigma}{ }_{\alpha \gamma} \Gamma^{\mu}{ }_{\sigma \beta}\right\},  \tag{7.2}\\
\Omega^{\mu}{ }_{\alpha \beta \gamma} & =L^{\mu}{ }_{\alpha \beta \gamma}-B^{\mu}{ }_{\alpha \beta \gamma} \\
& =\left(1-P_{\beta \gamma}\right)\left\{\Omega^{\mu}{ }_{\alpha \gamma \mid \beta^{+}}+\Omega^{\mu}{ }_{\sigma \gamma} \Omega^{\sigma}{ }_{\alpha \beta}+\Omega^{\mu}{ }_{\sigma \alpha} \Omega^{\sigma}{ }_{\beta \gamma}\right\}, \tag{7.3}
\end{align*}
$$

where $1-P_{\beta \gamma}$ indicates antisymmetrization with respect to ( $\beta \gamma$ ). Because of the ( $\beta \gamma$ ) antisymmetry there are only two contractions of $B$ and $\Omega$.

The manifold under consideration is defined by the conditions (4.1b) and (6.1). The $B^{\mu}{ }_{\alpha \beta \gamma}$ satisfy the following symmetry conditions:

$$
\begin{equation*}
B^{\mu}{ }_{\alpha \beta \gamma}+B^{\mu}{ }_{\beta \gamma \alpha}+B^{\mu}{ }_{\gamma \alpha \beta}=0 . \tag{7.4a}
\end{equation*}
$$

From (4.1b) and (7.4a) it follows that

$$
\begin{equation*}
\Omega_{\alpha \beta \gamma}^{\mu}+\Omega^{\mu}{ }_{\beta \gamma \alpha}+\Omega^{\mu}{ }_{\gamma \alpha \beta}=0 . \tag{7.4b}
\end{equation*}
$$

From (6.1) and (7.3)

$$
\begin{equation*}
\Omega_{\sigma \alpha}^{\mu} \Omega^{\sigma}{ }_{\beta \gamma}+\Omega^{\mu}{ }_{\sigma \beta} \Omega^{\alpha}{ }_{\gamma \alpha}+\Omega^{\mu}{ }_{\sigma \gamma} \Omega^{\sigma}{ }_{\alpha \beta} \equiv 0, \tag{7.5a}
\end{equation*}
$$

and

$$
\begin{align*}
& \Omega^{\mu}{ }_{\alpha \beta \gamma}=\Omega^{\mu}{ }_{\sigma \alpha} \Omega^{\sigma}{ }_{\beta \gamma},  \tag{7.5b}\\
& B^{\mu}{ }_{\alpha \beta \gamma}=\Omega^{\mu}{ }_{\alpha \sigma} \Omega^{\sigma}{ }_{\beta \gamma} . \tag{7.6a}
\end{align*}
$$

There is only one nonvanishing contraction of $B^{\mu}{ }_{\alpha \beta \gamma}$,

[^65]namely,
\[

$$
\begin{equation*}
B_{\alpha \beta}=\Omega_{\alpha \alpha}{ }_{\alpha \Omega} \Omega^{\sigma}{ }_{\beta \gamma}, \tag{7.6b}
\end{equation*}
$$

\]

since $B_{\alpha \beta}$ is symmetric.
The preceding results depend on the assumptions of $(+)$-absolute parallelism (4.1b) and ( + )-uniform torsion (6.1).

## 8. (-) CONNECTION

Denote the $( \pm)$ connections by $L^{\mu}{ }_{\alpha \beta}( \pm)$. Then by definition

$$
\begin{align*}
& L^{\mu}{ }_{\alpha \beta}(-)=L^{\mu}{ }_{\beta \alpha}(+),  \tag{8.1a}\\
& \Gamma^{\mu}{ }_{\alpha \beta}(-)=\Gamma^{\mu}{ }_{\alpha \beta}(1),  \tag{8.1b}\\
& \Omega^{\mu}{ }_{\alpha \beta}(-)=-\Omega^{\mu}{ }_{\alpha \beta}(+) . \tag{8.1c}
\end{align*}
$$

By definition of $(+)$ and ( - ) derivatives (6.2b),

$$
\begin{align*}
\frac{1}{2}\left(\Omega^{\mu}{ }_{\alpha \gamma \mid \beta^{+}}-\Omega^{\mu}{ }_{\alpha \gamma \mid \beta^{-}}\right) & =\Omega^{\mu}{ }_{\alpha \gamma \mid \beta^{+}}-\Omega^{\mu}{ }_{\alpha \gamma, \beta} \\
& =\Omega_{\alpha \gamma}{ }_{\alpha \gamma}{ }^{\mu_{\sigma \beta}}+\Omega_{\beta \alpha}{ }^{\alpha} \Omega^{\mu}{ }_{\sigma \gamma}+\Omega^{\sigma}{ }_{\gamma \beta} \Omega^{\mu}{ }_{\sigma \alpha}, \tag{8.2}
\end{align*}
$$

and

$$
\begin{equation*}
\Omega^{\mu} \mu_{\alpha \beta \mid \gamma^{+}}=\Omega_{\alpha \beta \mid \gamma^{-}}^{\mu}=\Omega_{\alpha \beta, \gamma}=0 \tag{8.2a}
\end{equation*}
$$

according to (7.5a).
Hence the given space has uniform torsion with respect to both ( + ) and ( - ) connections.

Since $B$ depends only on $\Gamma$, it is unchanged by the transformation (8.1)

$$
\begin{equation*}
B^{\mu}{ }_{\alpha \beta \gamma}(+)=B^{\mu}{ }_{\alpha \beta \gamma}(-) . \tag{8.3}
\end{equation*}
$$

By Eq. (7.3)

$$
\Omega^{\mu}{ }_{\alpha \beta \gamma}(+)-\Omega^{\mu}{ }_{\alpha \beta \gamma}(-)=\left(1-P_{\beta \gamma}\right)\left[\Omega^{\mu}{ }_{\alpha \gamma \mid \beta^{+}}+\Omega^{\mu}{ }_{\alpha \gamma \mid \beta^{-}}\right] .
$$

By (8.2a)

$$
\begin{equation*}
\Omega^{\mu}{ }_{\alpha \beta \gamma}(+)=\Omega^{\mu}{ }_{\alpha \beta \gamma}(-) \tag{8.4}
\end{equation*}
$$

By (8.3) and (8.4)

$$
L^{\mu}{ }_{\alpha \beta \gamma}(-)=L^{\mu}{ }_{\alpha \beta \gamma}(+)=0 .
$$

Hence, if the ( + ) curvature vanishes, the ( - ) curvature does also. Therefore the given space admits absolute parallelism with respect to both $(+)$ and ( - ) connections.

## 9. DISPLACEMENT GROUP

The displacement operators $X_{k}$ are the symbols of a continuous group provided that the coefficients $c^{i}{ }_{j k}$ in Eq. (5.2) satisfy the following conditions:

$$
\begin{gather*}
c^{i}{ }_{j k}=-c^{i}{ }_{k j},  \tag{9.1}\\
c^{p}{ }_{i j} c^{s}{ }_{k p}+c^{p}{ }_{j k} k^{s}{ }_{i p}+c^{p}{ }_{k i} c^{s}{ }_{j p}=0,  \tag{9.2}\\
\partial c^{i}{ }_{j k} / \partial x^{\gamma}=0 . \tag{9.3}
\end{gather*}
$$

By definitions (4.3a) and (5.2b) $c^{i}{ }_{j k}$ is antisymmetric in $k$ and $j$ because $\Omega^{\mu}{ }_{\alpha \beta}$ is antisymmetric in $\alpha$ and $\beta$. The Jacobi relations (9.2) are satisfied in virtue of (7.5a). That the $c^{i}{ }_{j k}$ are constants may be seen as follows. We have

$$
\omega^{i}{ }_{j k \mid \gamma^{+}}=0
$$

by (4.1a), (4.3a), and (8.2). But $\omega^{i}{ }_{j k}$ is an invariant. Hence

$$
\partial \omega^{i}{ }_{j k} / \partial x^{\gamma}=\omega^{i}{ }_{j k \mid \gamma}{ }^{+}=0 .
$$

Therefore, the $X_{i}$ do define a group.
The Cartan group metric may be defined in the usual way,

$$
\begin{equation*}
\bar{g}_{m n}=c_{m s}^{r} c^{s}{ }_{n r} \tag{9.4}
\end{equation*}
$$

Cartan's criterion that the group be semisimple is that

$$
\begin{equation*}
\bar{g}=\left|\bar{g}_{m n}\right| \neq 0 \tag{9.5}
\end{equation*}
$$

In the Appendix it is shown that

$$
\begin{equation*}
\bar{g}=0 \tag{9.6}
\end{equation*}
$$

for a four-parameter group. Hence the group of displacement operators is not semisimple.

From Eqs. (4.3b), (7.6b), and (9.4), we have

$$
\begin{equation*}
B_{\alpha \beta}=\frac{1}{4} \bar{g}_{m n} \lambda_{\alpha}^{m} \lambda_{\beta}^{n} . \tag{9.7}
\end{equation*}
$$

From (9.6) and (9.7) it follows that the determinant of $B_{\alpha \beta}$ vanishes:

$$
\begin{gather*}
\left|B_{\alpha \beta}\right|=\left(\frac{1}{4}\right)^{4} \lambda^{2} g=0 .  \tag{9.8}\\
\text { 10. METRIC }
\end{gather*}
$$

The manifold so far discussed has no metric properties. To connect with either the quantum theory of fields or the classical theory of gravitation a metric must appear at some stage. In the nonsymmetric theories of Einstein and Schrödinger, the metric, like the connection, is asymmetric; but the asymmetry in the metric is there interpreted in terms of an electromagnetic field, which vanishes in our neutral approximation. We are here going to assume that the metric is symmetric:

$$
\begin{equation*}
g_{\alpha \beta}=g_{\beta \alpha} . \tag{10.1}
\end{equation*}
$$

In addition it will be assumed that the space is homogeneous with respect to the metric in the same sense that it is with respect to the torsion [Eq. (8.2a)], that is,

$$
\begin{equation*}
g_{\alpha \beta \mid \gamma^{+}}=g_{\alpha \beta \mid \gamma^{-}}=0 \tag{10.2}
\end{equation*}
$$

or

$$
\begin{equation*}
\left(\partial g_{\alpha \beta} / \partial x^{\gamma}\right)+g_{\alpha \sigma} L_{\beta \gamma}^{\sigma}+g_{\sigma \beta} L_{\alpha \gamma}^{\sigma}=0 \tag{10.2a}
\end{equation*}
$$

and

$$
\begin{equation*}
\left(\partial g_{\alpha \beta} / \partial x^{\gamma}+g_{\alpha \sigma} L^{\sigma}{ }_{\gamma \beta}+g_{\sigma \beta} L^{\sigma}{ }_{\gamma \alpha}=0\right. \tag{10.2b}
\end{equation*}
$$

If we add (10.2a) and (10.2b) we obtain

$$
\begin{equation*}
\left(\partial g_{\alpha \beta} / \partial x^{\gamma}\right)+g_{\alpha \sigma} \Gamma^{\sigma}{ }_{\gamma \beta}+g_{\sigma \beta} \Gamma^{\sigma}{ }_{\gamma \alpha}=0 \tag{10.3}
\end{equation*}
$$

or

$$
\begin{equation*}
g_{\alpha \beta, \gamma}=0 \tag{10.3a}
\end{equation*}
$$

Hence,

$$
\begin{equation*}
g_{\alpha \beta \mid \gamma}+=g_{\alpha \beta \mid \gamma}=g_{\alpha \beta, \gamma}=0 \tag{10.4}
\end{equation*}
$$

in correspondence with (8.2a). The geometric meaning of $(10.4)$ is that angle is unaltered in $(+)-,(-)-$, and (0)-parallel displacement. The postulate (10.2) is especially important since it permits the introduction of two spinor fields everywhere.

Our other assumption about the metric (10.1) permits us to solve (10.3) simply, with the result

$$
\Gamma_{\alpha \beta}^{\mu}=\left\{\begin{array}{c}
\mu  \tag{10.5}\\
\alpha \beta
\end{array}\right\},
$$

where \{ \} is the Christoffel symbol. It is therefore no longer necessary to distinguish between covariant derivatives with respect to $\Gamma$ and \{ \}.

If ( 10.2 b ) is subtracted from (10.2a) the result is

$$
\begin{equation*}
g_{\alpha \sigma} \Omega^{\sigma}{ }_{\beta \gamma}+g_{\sigma \beta} \Omega^{\sigma}{ }_{\alpha \gamma}=0 \tag{10.6}
\end{equation*}
$$

or
where

$$
\begin{equation*}
\Omega_{\alpha \beta \gamma}=-\Omega_{\beta \alpha \gamma}, \tag{10.7}
\end{equation*}
$$

$$
\begin{equation*}
\Omega_{\alpha \beta \gamma}=g_{\alpha \sigma} \Omega_{\beta \gamma}^{\sigma} \tag{10.7a}
\end{equation*}
$$

The torsion now determines the Ricci tensor by (10.5) and (7.6b) according to the equation

$$
\begin{equation*}
R_{\alpha \beta}=B_{\alpha \beta}=\Omega_{\alpha \mu}^{\lambda} \Omega_{\beta \lambda}^{\mu} \tag{10.8}
\end{equation*}
$$

It also follows that

$$
\begin{equation*}
R_{\alpha \beta, \gamma}=0 \tag{10.9}
\end{equation*}
$$

In addition there is still the algebraic restriction (9.8) or

Finally,

$$
\begin{equation*}
\left|R_{\alpha \beta}\right|=0 . \tag{10.10}
\end{equation*}
$$

$$
\begin{equation*}
\Omega^{\alpha}{ }_{\alpha \beta}=g^{\alpha \gamma} \Omega_{\gamma \alpha \beta}=0 . \tag{10.11}
\end{equation*}
$$

The independent tensor fields defined in the space are $\delta^{\mu}{ }_{\alpha}, \epsilon_{\alpha \beta \gamma \delta}, g_{\alpha \beta}$, and $\Omega^{\mu}{ }_{\alpha \beta}$. From these may be derived $\delta_{\mu}^{\alpha} \Omega^{\mu}{ }_{\alpha \beta}=\Omega^{\alpha}{ }_{\alpha \beta}$, which vanishes by (10.11); $g_{\alpha \mu} \Omega^{\mu}{ }_{\beta \gamma}=\Omega_{\alpha \beta \gamma}$, which is completely antisymmetric; and

$$
\begin{equation*}
\varphi^{\mu}=(1 / 3!) \epsilon^{\mu \alpha \beta \gamma} \Omega_{\alpha \beta \gamma} \tag{10.12}
\end{equation*}
$$

which is an axial vector satisfying the equation

$$
\begin{equation*}
\varphi^{\mu}, \lambda=0 . \tag{10.13}
\end{equation*}
$$

The general solution of (10.9) is, therefore,

$$
\begin{equation*}
R_{\alpha \beta}=a g_{\alpha \beta}+b g \varphi_{\alpha} \varphi_{\beta} \tag{10.14}
\end{equation*}
$$

subject to the algebraic condition (10.10).
There are 10 equations to be solved for the $10 g_{\alpha \beta}$ in terms of the $\varphi_{\mu}$. The special type of space under consideration is therefore entirely characterized by the single axial vector field $\varphi_{\mu}$. The same conclusion may be reached by writing $R_{\alpha \beta}$ in terms of the $24 \Omega^{\mu}{ }_{\alpha \beta}$ which are subject to the 16 Jacobi relations (7.5a) and the four conditions (10.11). It may also be remarked that in general one cannot begin by assigning the metric, because the 10 equations for $\varphi_{\mu}$ may then be inconsistent.

## 11. PARALLEL DISPLACEMENT OF ORTHOGONAL AXES

Three kinds of parallel displacement have been defined, namely,

$$
\begin{gather*}
\delta_{0} \lambda_{i}=-\Gamma^{\mu}{ }_{\alpha \beta} \lambda^{\alpha}{ }_{i} \delta x^{\beta},  \tag{11.0}\\
\delta_{ \pm} \lambda^{\mu}{ }_{i}=\delta_{0} \lambda^{\mu}{ }_{i} \mp \Omega^{\mu}{ }_{\alpha \beta} \lambda^{\alpha}{ }_{i} \delta x^{\beta},
\end{gather*}
$$

$( \pm)$ are integrable and define two ennuple fields everywhere. On the other hand, the condition for the integrability of (0) is

$$
R_{\alpha \beta \gamma}^{\mu}=0,
$$

which in general is not satisfied.
According to (10.4) angle is preserved by all three kinds of parallel displacement. Hence, an orthogonal ennuple, defined at any point $P$, remains orthogonal after displacement to any other $P^{\prime}$ according to each of the three equations (0), ( + ), and ( - ). However, if the displacement is made according to (0), the resulting ennuple at $P^{\prime}$ depends on the path.

Let $\lambda_{i}{ }_{i}$ be a set of linearly independent vectors at $P$. We may in the usual way construct from $\lambda^{\mu}{ }_{i}$ and the given metric at $P$ an orthonormal set $a^{\mu}$, say. Then

$$
\begin{equation*}
g_{\mu \nu} a^{\mu}(i) a^{\nu}(j)=\delta(i, j) \tag{11.1a}
\end{equation*}
$$

or

$$
\begin{equation*}
a^{\mu}(i) a_{\mu}(j)=\delta(i, j) \tag{11.1b}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{\mu}(j)=g_{\mu} a^{\nu}(j) \tag{11.1c}
\end{equation*}
$$

According to (11.1b), $a^{\mu}(i)$ and $a_{\mu}(i)$ are reciprocal matrices. They are also reciprocal in the reverse direction, i.e.,

$$
\begin{equation*}
\sum_{k} a^{\mu}(k) a_{\lambda}(k)=\delta_{\lambda}^{\mu} \tag{11.2a}
\end{equation*}
$$

or

$$
\begin{equation*}
\sum_{k} a^{\mu}(k) a^{\lambda}(k)=g^{\mu \lambda} \tag{11.2b}
\end{equation*}
$$

The previously introduced vectors $\lambda^{\mu}{ }_{i}$ and $\lambda^{i}{ }_{\mu}$ now are replaced by $a^{\mu}(i)$ and $a_{\mu}(i)$, which may be regarded as contravariant and covariant components of the same vector.

Fhe orthogonal ennuple at $P$ displaced according to $(0),( \pm)$ leads to three others at $P^{\prime}$, namely,

$$
a_{0}^{\mu_{0}}\left(i, P^{\prime}\right) \quad \text { and } \quad a^{\mu}{ }_{ \pm}\left(i, P^{\prime}\right)
$$

These three orthogonal ennuples at $P^{\prime}$ are then related by rotations. The formulas will be somewhat simplified if the metric at $P^{\prime}$ is chosen Cartesian so that covariant and contravariant components are equal. Then one has for infinitesimal rotations, corresponding to infinitesimal displacements
$\delta^{*}{ }_{ \pm} a(i) \equiv a_{ \pm}\left(i, P^{\prime}\right)-a_{0}\left(i, P^{\prime}\right)=\sum_{k} a\left(k, P^{\prime}\right) \delta_{ \pm} O(k, i)$,
where $a(i)$ means the vector with components $a^{\mu}(i)$ $=a_{\mu}(i)$. According to the formula for parallel displacement (11. $\pm$ ), we have

$$
\sum_{k} a^{\mu}(k) \delta_{ \pm} O(k, i)=\mp \Omega_{\alpha \beta}^{\mu} a^{\alpha}(i) \delta x^{\beta}
$$

and therefore

$$
\begin{equation*}
\delta_{ \pm} O(k, i)=\mp \Omega_{{ }_{\alpha} \beta}^{\mu} a^{\alpha}(i) a_{\mu}(k) \delta x^{\beta} . \tag{11.4a}
\end{equation*}
$$

Since the metric at $P^{\prime}$ is assumed to be Cartesian, the preceding equation may be written in the following way :

$$
\begin{equation*}
\delta_{ \pm} O(k, i)=\mp \sum_{\mu, \alpha, \beta} \Omega_{\mu \alpha \beta} a_{\mu}(k) a_{\alpha}(i) \delta x^{\beta} \tag{11.4b}
\end{equation*}
$$

Since $\Omega_{\mu \alpha \beta}=-\Omega_{\alpha \mu \beta}$, we also have

$$
\delta_{ \pm} O(k, i)=-\delta_{ \pm} O(i, k),
$$

which is necessary for an infinitesimal rotation.
Equation (11. $\pm$ ) becomes

$$
\begin{equation*}
\delta_{ \pm} a(i)=\delta_{0} a(i)+\sum_{k} a(k) \delta_{ \pm} O(k, i) \tag{11.5a}
\end{equation*}
$$

The integral form of Eq. (11.5a) may be written as follows:

$$
\begin{equation*}
\Delta_{ \pm} a(i)=\Delta_{0} a(i)+\sum_{k} a(k) O_{ \pm}(k, i) \tag{11.5b}
\end{equation*}
$$

where $\Delta_{0} a(i)$ means a path-dependent parallel displacement and $O_{ \pm}(k, i)$ means a rotation at the final point of such magnitude that $\Delta_{ \pm} a(i)$ is path independent. Here, $O_{+}=-O_{-}$.

In the way just discussed one may associate with the given space two orthogonal ennuple fields, which are $(+)$ and $(-)$ parallel. These define at every point the connection according to (4.2a) and the metric according to (11.2b). We may finally check that all covariant derivatives of $g_{\alpha \beta}$ vanish, when they are defined according to (11.2b) :

$$
\begin{aligned}
g_{\alpha \beta \mid \gamma} & =\sum_{i}\left[a_{\alpha \mid \gamma}(i) a_{\beta}(i)+a_{\alpha}(i) a_{\beta \mid \gamma}(i)\right] \\
& =0,
\end{aligned}
$$

since
We also check

$$
\begin{aligned}
g_{\alpha \beta, \lambda} & =\sum_{i}\left[a_{\alpha, \lambda}(i) a_{\beta}(i)+a_{\alpha}(i) a_{\beta, \lambda}(i)\right] \\
& = \pm \sum_{i}\left[\Omega^{\sigma}{ }_{\alpha \lambda} a_{\sigma}(i) a_{\beta}(i)+\Omega^{\sigma}{ }_{\beta \lambda} a_{\sigma}(i) a_{\alpha}(i)\right] \\
& = \pm\left(\Omega^{\sigma}{ }_{\alpha \lambda} g_{\sigma \beta}+\Omega^{\sigma}{ }_{\beta \lambda} g_{\sigma \alpha}\right)=0 .
\end{aligned}
$$

## 12. SPINORS

To introduce spinors it is necessary to define an orthogonal ennuple field everywhere. In general the field so defined is altogether unrelated to the structure of the space. When the geometry permits absolute parallelism, however, as here, the situation is much simpler since in that case the connection is completely specified by a parallel ennuple field [Eq. (4.2a)].

Except for the fundamental simplification just noted, the introduction of spinors proceeds in the usual way. Corresponding to the ( + ) and ( - ) parallelism, however, there are two kinds of ennuple field $a^{\mu}(i)$ and two kinds of spinor $\psi_{ \pm}$. Define

$$
\begin{equation*}
\gamma_{ \pm}^{\mu}=\sum a_{ \pm}^{\mu}(i) \gamma_{ \pm}(i) \tag{12.1}
\end{equation*}
$$

where the $\gamma_{ \pm}(i)$ are the usual constant Dirac matrices

$$
\begin{equation*}
\{\gamma(i), \gamma(k)\}_{+}=2 \delta(i, k) \tag{12.2a}
\end{equation*}
$$

[The distinction ( $\pm$ ) will not be indicated explicitly in general.] Then

$$
\begin{equation*}
\left\{\gamma^{\mu}, \gamma^{\nu}\right\}_{+}=2 \sum_{i} a^{\mu}(i) a^{\nu}(i)=2 g^{\mu \nu} \tag{12.2b}
\end{equation*}
$$

The $\gamma^{\mu}$ are vectors under coordinate transformations. Next, define the fields $\psi(x)$ and $\bar{\psi}(x)$, scalars under
coordinate transformations and spinors under ennuple rotations. Under the rotation $\delta O(i, k)$,

$$
\begin{align*}
& \delta \psi=\left[\frac{1}{2} \delta O(i, k) \gamma(i) \gamma(k)\right] \psi,  \tag{12.3a}\\
& \delta \bar{\psi}=-\bar{\psi}\left[\frac{1}{2} \delta O(i, k) \gamma(i) \gamma(k)\right] . \tag{12.3b}
\end{align*}
$$

## 13. PARALLEL DISPLACEMENT OF SPINORS

Define the infinitesimal parallel transfer of a spinor by the equations

$$
\begin{align*}
& \delta \psi=-\Delta \psi  \tag{13.1a}\\
& \delta \bar{\psi}=\bar{\psi} \Delta, \tag{13.1b}
\end{align*}
$$

where $\Delta=\Delta_{\mu} \delta x^{\mu}$ is the spin representation of a rotation associated with $\delta x^{\mu}$. This rotation is usually determined by comparing the orientation of an ennuple moved by (0) transfer with that of the reference ennuple. Here the reference fields are defined by the structure of the space, and they are of two types, corresponding to $(+)$ and (-) parallelism. Consequently, there are also two ways in which a spinor may be parallel displaced; these will be distinguished by $\delta_{ \pm}$and $\Delta_{ \pm}$. Equation (13.1) will now be completed by the specification of $\Delta$ as follows:

$$
\begin{equation*}
\Delta_{ \pm}=\mp \frac{1}{4} \Omega_{\mu \alpha \beta} \gamma^{\mu} \gamma^{\alpha} \delta x^{\beta} \tag{13.1c}
\end{equation*}
$$

The $\Delta$ defined by (13.1) is, by (12.3), the spin representation of the rotation (11.4a). Corresponding to (13.1) there must be similar relations for the $\gamma^{\mu}{ }_{ \pm}$, which are defined by (12.1). Since the law of parallel transfer for the $a^{\mu}{ }_{ \pm}(i)$ is already fixed it is only necessary to assign the corresponding law for either $\gamma^{\mu}{ }_{ \pm}$, or $\gamma_{ \pm}(i)$. It is possible to adopt the following law:

$$
\begin{equation*}
\delta \gamma_{ \pm}^{\mu}=-\left(\Gamma^{\mu}{ }_{\alpha \beta} \pm \Omega^{\mu}{ }_{\alpha \beta}\right) \gamma^{\alpha}{ }_{ \pm} \delta x^{\beta} . \tag{13.2}
\end{equation*}
$$

Since both $(+)$ and ( - ) derivatives of $g_{\alpha \beta}$ vanish, according to (10.4), Eq. (13.2) preserves the commutation rules as required:

$$
\begin{equation*}
\frac{1}{2} \delta\left(\gamma^{\mu} \gamma^{\nu}+\gamma^{\nu} \gamma^{\mu}\right)=\delta g^{\mu \nu} \tag{13.3}
\end{equation*}
$$

From (13.1) it follows at once that

$$
\begin{equation*}
\delta(\bar{\psi} \psi)=0 \tag{13.4}
\end{equation*}
$$

The corresponding equation for a vector may be checked as follows: Consider

$$
\begin{equation*}
A^{\lambda}=\bar{\psi}_{ \pm} \gamma^{\lambda}{ }_{ \pm} \psi_{ \pm} \tag{13.5}
\end{equation*}
$$

then

$$
\begin{aligned}
\delta A^{\lambda} & =\bar{\psi}\left(\Delta \gamma^{\lambda}-\gamma^{\lambda} \Delta\right) \psi+\bar{\psi}\left(\delta \gamma^{\lambda}\right) \psi \\
& =\bar{\psi}\left(\Delta, \gamma^{\lambda}\right) \psi-\left(\Gamma^{\lambda}{ }_{\alpha \beta} \pm \Omega_{\alpha \beta}^{\lambda}\right) A^{\alpha} \delta x^{\beta} .
\end{aligned}
$$

By (13.1c),

$$
\left(\Delta, \gamma^{\lambda}\right)=\mp \frac{1}{4} \Omega_{\mu \alpha \beta}\left(\gamma^{\mu} \gamma^{\alpha}, \gamma^{\lambda}\right) \delta x^{\beta}
$$

But

$$
\left(\gamma^{\mu} \gamma^{\alpha}, \gamma^{\lambda}\right)=2\left(\gamma^{\mu} g^{\alpha \lambda}-\gamma^{\alpha} g^{\mu \lambda}\right)
$$

Therefore,

$$
\left(\Delta, \gamma^{\lambda}\right)= \pm \Omega_{\mu}^{\lambda} \gamma^{\mu} \delta x^{\beta}
$$

and

$$
\begin{equation*}
\delta A^{\lambda}=-\Gamma_{\mu \beta}^{\lambda} A^{\mu} \delta x^{\beta} . \tag{13.6}
\end{equation*}
$$

Therefore, if the displacement of a spinor is defined by (13.1), then the resulting equations for the vector ( $\bar{\psi}_{ \pm} \gamma^{\lambda}{ }_{ \pm} \psi_{ \pm}$) come out correctly for (0) transfer, if (13.2) is adopted for $\delta \gamma^{\mu}{ }_{ \pm}$.

The corresponding covariant derivatives are

$$
\begin{align*}
& \psi_{\mid \beta}=\partial_{\beta} \psi \pm \frac{1}{4} \Omega_{\mu \alpha \beta} \gamma^{\mu} \gamma^{\alpha} \psi  \tag{13.7a}\\
& \bar{\psi}_{\mid \beta}=\partial_{\beta} \bar{\psi} \mp \bar{\psi}\left(\frac{1}{4} \Omega_{\mu \alpha \beta} \gamma^{\mu} \gamma^{\alpha}\right) \tag{13.7b}
\end{align*}
$$

The two signs correspond to the $(+)$ - and ( - -parallel ennuple fields. The invariant derivative is

$$
\begin{align*}
\gamma^{\beta} \psi_{\mid \beta} & =\gamma^{\beta} \partial_{\beta} \psi \pm \frac{1}{4} \Omega_{\mu \alpha \beta} \gamma^{\beta} \gamma^{\mu} \gamma^{\alpha} \psi \\
& =\left(\gamma^{\beta} \partial_{\beta} \pm \frac{1}{4} \Omega_{\mu \alpha \beta} \gamma^{\mu} \gamma^{\alpha} \gamma^{\beta}\right) \psi \tag{13.8}
\end{align*}
$$

Define

$$
\begin{align*}
& \gamma^{5} \equiv(1 / 4!) \epsilon_{\lambda \mu \rho} \gamma^{\lambda} \gamma^{4} \gamma^{\rho} \gamma^{\tau},  \tag{13.9a}\\
& \gamma^{r b} \equiv \frac{1}{2}\left(\gamma^{\tau}, \gamma^{5}\right), \tag{13.9b}
\end{align*}
$$

then

$$
\begin{equation*}
\gamma^{\tau 5}=(1 / 3!) g^{\tau \lambda} \epsilon_{\lambda \mu \sigma} \gamma^{\mu} \gamma^{\rho} \gamma^{\sigma} \tag{13.9c}
\end{equation*}
$$

and (13.8) may be written

$$
\begin{equation*}
\gamma^{\mu} \psi_{\mid \mu}=\left[\gamma^{\mu} \partial_{\mu} \pm \frac{3}{2} \gamma^{\mu 5} \varphi_{\mu}\right] \psi, \tag{13.10}
\end{equation*}
$$

where $\varphi_{\mu}$ is given by (10.12). The formal analog of the Dirac equation is

$$
\begin{equation*}
\left[\gamma^{\mu} \partial_{\mu} \pm \frac{3}{2} \gamma^{\mu 5} \varphi_{\mu}\right] \psi_{ \pm}=m \psi_{ \pm} \tag{13.11a}
\end{equation*}
$$

and the corresponding massless equation is

$$
\begin{equation*}
\left[\gamma^{\mu} \partial_{\mu} \pm \frac{3}{2} \gamma^{\mu 5} \varphi_{\mu}\right] \psi_{ \pm}=0 \tag{13.11b}
\end{equation*}
$$

As emphasized before, the ennuple field ordinarily introduced to define the parallel displacement of spinors is unrelated to the affine connection; instead, it defines a spin connection. Consequently the usual generalization of Dirac's equation depends only partly on the affine connection. Here, on the other hand, the interaction term is determined entirely, and simply, by the torsion.

## 14. SUMMARY

The space under consideration has been defined by the following properties:
(a) distant parallelism : $L^{\mu}{ }_{\alpha \beta \gamma}( \pm)=0$;
(b) uniform torsion: $\Omega^{\mu}{ }_{\alpha \beta \mid \gamma}{ }^{+}=\Omega^{\mu}{ }_{\alpha \beta \mid \gamma}=0$;
(c) symmetric metric: $g_{\alpha \beta}=g_{\beta \alpha}$;
(d) distant congruence: $g_{\alpha \beta \mid \gamma^{+}}=g_{\alpha \beta \mid \gamma^{-}}=0$.

By (d) is meant the congruence at different points of two configurations which are related by parallel transfer. There are two kinds of distant parallelism and congruence, and they are formally related by a transposition of the connection. In any physical interpretation transposition symmetry must play a fundamental role.

## 15. COSMOLOGICAL MODEL

In this section we consider the simplest nontrivial example of a spacetime which satisfies the general con-
ditions which have been set. This model was first studied by Robertson ${ }^{4}$ in a different connection.

Consider the line element

$$
\begin{equation*}
d s^{2}=d t^{2}-F(r, t)\left(d x^{2}+d y^{2}+d z^{2}\right) \tag{15.1}
\end{equation*}
$$

where

$$
\begin{equation*}
F(r, t)=\left[1+\frac{1}{4} K(t) r^{2}\right]^{-2}=G(t)\left[1+\frac{1}{4} K_{0} r^{2}\right]^{-2} \tag{15.1a}
\end{equation*}
$$

and

$$
\begin{equation*}
r^{2}=x^{2}+y^{2}+z^{2} \tag{15.1b}
\end{equation*}
$$

Here $t$ means the time, and surfaces of constant $t$ define hypersurfaces of constant curvature $K(t)$. These threedimensional sections are isotropic and homogeneous.

We shall further specialize by assuming that $K(t)$ is independent of the time. This specialization corresponds exactly to the static Einstein model when the connection is symmetric; however, since we are postulating an asymmetric connection, it is necessary also to specify the torsion, and in such a way as to be consistent with the given metric.

We shall see that the following eight functions are consistent and define a continuum with the metrical properties of an Einstein space.

$$
\begin{array}{ll}
g_{i i}=-F(r), & \Omega_{i j 4}=0 \\
g_{44}=1, & \Omega_{i j k}=\omega \epsilon_{i j k} . \tag{15.2}
\end{array}
$$

The Christoffel symbols are

$$
\begin{gather*}
\Gamma^{4}{ }_{\alpha \beta}=\Gamma^{\alpha_{4 \beta}}=0, \\
\Gamma^{i}{ }_{j k}=-\frac{1}{2} K F^{\frac{1}{2}}\left(\delta_{i k} x^{j}+\delta_{i j} x^{k}-\delta_{j k} x^{i}\right), \quad i, j, k \neq 4 \tag{15.3a}
\end{gather*}
$$

The asymmetric part of the connection is

$$
\begin{equation*}
\Omega^{4}{ }_{i j}=\Omega^{i}{ }_{4 j}=0, \quad \Omega^{i}{ }_{j k}=-F^{-1} \Omega_{i j k}=-F^{-1} \omega \epsilon_{i j k} . \tag{15.3b}
\end{equation*}
$$

The Ricci tensor calculated directly from the metric is

$$
\begin{gather*}
R_{i j}=-2 K F \delta_{i j}, \quad i, j \neq 4  \tag{15.4a}\\
R_{\alpha 4}=0, \quad \alpha=1, \cdots, 4 \tag{15.4b}
\end{gather*}
$$

The following relations, which must hold according to (10.9) and (10.10), may now be checked:

$$
\begin{align*}
& R_{\alpha \beta, \gamma}=0  \tag{15.5}\\
& \left|R_{\alpha \beta}\right|=0 \tag{15.6}
\end{align*}
$$

On the other hand, the Ricci tensor is directly related to $\Omega^{\alpha}{ }_{\beta \gamma}$

$$
\begin{align*}
R_{i j} & =\Omega_{i n}^{m} \Omega_{j m}^{n} \\
& =-(\omega / F)^{2} \Sigma_{m, n} \epsilon_{i m n} \epsilon_{j m n} \\
& =-2(\omega / F)^{2} \delta_{i j} \tag{15.7a}
\end{align*}
$$

and

$$
\begin{equation*}
R_{\alpha 4}=0, \quad \alpha=1, \cdots, 4 \tag{15.7b}
\end{equation*}
$$

One sees that (15.7) and (15.4) are consistent if

$$
\begin{equation*}
\omega^{2}=K F^{3} \tag{15.8a}
\end{equation*}
$$

or

$$
\begin{equation*}
\omega^{2}=-K g \tag{15.8b}
\end{equation*}
$$

By (15.3a) and (15.3b), we have

$$
\begin{aligned}
L^{4}{ }_{\alpha \beta} & =L^{\alpha}{ }_{4 \beta}=L^{\alpha}{ }_{\beta 4}=0 \\
L^{i}{ }_{j k} & =-(K F)^{\frac{3}{2}} \epsilon_{i j k}-(K / 2) F^{\frac{1}{3}}\left(\delta_{i k} x^{j}+\delta_{i j} x^{k}-\delta_{j k} x^{i}\right)
\end{aligned}
$$

The fundamental ( $\pm$ )-ennuple fields satisfy the equations

$$
\begin{equation*}
\lambda_{i, \alpha}^{\mu_{1}} \pm \Omega_{\beta \alpha}^{\mu} \lambda_{i}^{\beta_{i}}=0 \tag{15.9}
\end{equation*}
$$

If we choose $\lambda^{\mu_{4}}=\delta^{\mu_{4}}$, these equations are satisfied in a trivial way. In order that the other three vectors be orthogonal to $\lambda^{\mu}$ choose

$$
\lambda_{i}^{4}=0
$$

Then the Eqs. (15.9) simplify:

$$
\begin{equation*}
\partial \lambda_{i} / \partial x^{4}=0 \tag{15.9a}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{i, \alpha}^{\mu_{i}} \Omega_{\Omega_{\beta \alpha} \lambda_{i}^{\beta_{i}}=0, \quad i, \alpha, \beta, \mu=1,2,3 . . . ~}^{\text {. }} \tag{15.9b}
\end{equation*}
$$

The set (15.9b) has to be solved for three orthogonal fields $\lambda^{\mu}{ }_{i}$.

## 16. ENNUPLE FIELD AND THE DISPLACEMENT GROUP

The solutions of ( 15.9 b ) may be obtained by the following geometric method. The equation of the hypersphere ( $t=$ const) may be written in a simpler form by introducing the four variables $y^{\alpha}$ such that

$$
\begin{gather*}
y^{k}=F(r) x^{k}  \tag{16.1a}\\
y^{4}=K^{-\frac{1}{2}}\left(2 F^{\frac{1}{2}}-1\right)=K^{-\frac{1}{2}}\left(1-\frac{1}{4} K r^{2}\right) /\left(1+\frac{1}{4} K r^{2}\right) \tag{16.1b}
\end{gather*}
$$

Then

$$
\begin{equation*}
\sum_{1}^{4}\left(y^{\alpha}\right)^{2}=1 / K \tag{16.1c}
\end{equation*}
$$

This sphere is invariant under the four-dimensional orthogonal group with the six generators

$$
\begin{equation*}
Y_{\alpha \beta}=y^{\alpha} \partial / \partial y^{\beta}-y^{\beta} \partial / \partial y^{\alpha} \tag{16.2}
\end{equation*}
$$

The group $O_{4}$ has two invariant subgroups with generators

$$
\begin{array}{llll}
\text { (a) } & Y_{34}+Y_{12} & Y_{14}+Y_{23} & Y_{24}+Y_{31} \\
\text { (b) } & Y_{34}-Y_{12} & Y_{14}-Y_{23} & Y_{24}-Y_{31} \tag{16.3b}
\end{array}
$$

Each of these two subgroups is a three-dimensional rotation group.

The symbol $Y_{12}$ corresponds to a rotation in the 12 plane; $Y_{34}$ corresponds to a rotation in the 34 plane, and therefore to a translation in the 3 direction. The two invariant subgroups (a) and (b) therefore describe screw motions in the direction of the three spatial axes; (a) and (b) differ in the helicity of the screw displacement. We shall now see that these two screw displacement groups (a) and (b) are exactly the two displacement groups, based on the $(+)$ and ( - ) connection.

In terms of the original coordinates $(x, y, z, t)$, which may be more directly interpreted, the generators of the screw motions become ${ }^{4}$

$$
\begin{equation*}
X_{i}=\lambda^{\mu}{ }_{i} \partial / \partial x^{\mu}, \quad i, \mu=1,2,3 \tag{16.4a}
\end{equation*}
$$

where

$$
\begin{align*}
\lambda_{i}^{\mu}( \pm) & =K^{\frac{1}{3}}\left(\eta^{\mu} i \pm \xi^{\mu_{i}}\right),  \tag{16.4b}\\
\xi^{\mu_{i}} & =\epsilon_{i \mu \mu} x^{\nu},  \tag{16.4c}\\
\eta_{i}^{u_{i}} & =K^{-\frac{1}{3}}\left[\delta^{\mu_{i}}\left(2-F^{-\frac{1}{3}}\right)+\frac{1}{2} K x^{\mu} x^{i}\right], \tag{16.4d}
\end{align*}
$$

and

$$
\begin{equation*}
\sum_{i} \lambda_{i}^{\alpha} \lambda^{\beta}{ }_{i}=F^{-1} \delta^{\alpha \beta} . \tag{16.4e}
\end{equation*}
$$

It may now be verified directly by substitution that the ennuples (16.4b) satisfy the differential equations (15.4) and therefore may be obtained by ( + )- and ( - )-parallel displacement.

The ennuple invariants are

$$
\begin{equation*}
\omega^{i}{ }_{j k}=2 \Omega^{\alpha}{ }_{\beta \gamma} \lambda^{i}{ }_{\alpha} \lambda^{\beta}{ }_{j} \lambda \lambda_{k} . \tag{16.5}
\end{equation*}
$$

By (16.4e),

$$
\begin{equation*}
\lambda_{\alpha}^{i_{\alpha}}=F \lambda_{i}^{\alpha} . \tag{16.6}
\end{equation*}
$$

Hence by (15.3)

$$
\omega_{j k}^{i}=-2 \omega \hat{\lambda} \epsilon_{i j k},
$$

where

$$
\begin{equation*}
\hat{\lambda}=\epsilon_{r_{r}} \lambda_{1} \lambda_{1} \lambda^{s_{2}} \lambda^{t} 3, \quad r, s, t=1,2,3, \tag{16.7a}
\end{equation*}
$$

but

$$
\begin{equation*}
\hat{\lambda}(-g)^{\frac{1}{2}}=1 \tag{16.7b}
\end{equation*}
$$

so that

$$
\begin{equation*}
\omega^{i}{ }_{j k}=2 K^{\frac{1}{2}} \epsilon_{i j k} . \tag{16.8}
\end{equation*}
$$

The commutation rules for the two displacement groups are now

$$
\begin{gather*}
\left(X_{4}, X_{k}\right)=0,  \tag{16.9a}\\
\left(X_{k}, X_{l}\right)=c^{m}{ }_{k l} X_{m}, \quad k, l \neq 4 \tag{16.9b}
\end{gather*}
$$

where

$$
c_{k l}^{m_{k l}}= \pm \omega^{m}{ }_{k l}= \pm 2 K^{\frac{1}{2}} \epsilon_{k l m} .
$$

The commutator of two spacelike displacements is proportional to $K^{\frac{1}{2}}$ or inversely proportional to the radius of curvature. The usual commuting momentum operators may be regarded as approximations to the $X_{k}$ from which they differ by a small rotation, which is again inversely proportional to the radius of the space.

The group metric is

$$
\begin{align*}
\bar{g}_{m n} & =c^{p}{ }_{m q} q^{q}{ }_{n p} \\
& =-8 K \delta_{m n}, \quad m, n=1,2,3  \tag{16.10}\\
\bar{g}_{\alpha 4} & =0, \quad \alpha=1, \cdots, 4
\end{align*}
$$

and by (9.7)

$$
\begin{aligned}
& R_{k l}=\frac{1}{4} \bar{g}_{m n} \lambda^{m_{k}} \lambda^{n}{ }_{l} \\
& =-2 K \sum_{m} \lambda^{m_{k}} \lambda^{m_{b}} \\
& =-2 K F \delta_{k l}, \quad k, l=1,2,3 \\
& R_{\alpha 4}=0 \quad \alpha=1, \cdots, 4
\end{aligned}
$$

by (16.4e) and (16.6). This checks with (15.4).

## 17. GROUP OF THE SPACE

The three-dimensional sections ( $t=$ const) are carried into themselves by the $G_{6}$ which has already been discussed. However, as was already pointed out by Robertson, ${ }^{4}$ the three-dimensional sections do not admit improper rotations unless $K=0$; but if $K=0$, the model is empty since then the curvature and torsion both vanish. Therefore the proposed model of spacetime is not reflection invariant. On the other hand, the complete four-dimensional space does admit time reversal.

The reflection $x_{k} \rightarrow-x_{k}$ induces the transformation $n \pm \xi \rightarrow \eta \mp \xi$. If this transformation leaves invariant the structure of both ennuple fields, and therefore carries the space into itself, it must be equivalent to an ennuple transformation with constant coefficients. This is clearly not the case, however, since $\xi$ itself depends on position. A reflection therefore changes the structure of the space. Our tensor equations are to be understood as follows: the space is defined in a special coordinate system by Eq. (15.2) and in all other coordinate systems connected with the special one by a transformation with positive Jacobian.

## 18. GROUP OF THE SPINOR EQUATION

Equation (13.11) is generally covariant by derivation. Both terms of the operator are separately invariant with respect to general coordinate transformations. The spinor is invariant with respect to general coordinate transformations and therefore so is the equation. With respect to ennuple rotations, $\psi$ is a spinor, and covariance may be shown in the usual way. (The permitted rotations must be independent of position to preserve the parallelism of the ennuple field.)
Although the differential equation is formally invariant under coordinate reflections, these transformations are not permitted since they do not take the space into itself. Reflection now corresponds not to an alternative description of the same physical space, but to a different physical space. The group of (13.11) therefore does not include improper coordinate transformations.

However, there are no similar restrictions about using either right- or left-handed ennuples. Reversing an ennuple changes the signs of $X_{i}(i=1,2,3)$ while $\partial_{\mu}$ and $\varphi_{\mu}$ are invariant. It follows that the equation is invariant if

$$
\begin{equation*}
\psi^{\prime}(x)=\gamma(4) \psi(x) . \tag{18.1a}
\end{equation*}
$$

The equation is therefore invariant under ennuple reflections. Hence in general we take $\psi$ to be a spin basis for the improper Lorentz group.

In order to compare (13.11) with the usual Dirac equation one has to consider regions of space which are small enough to be regarded as approximately flat. For such a small region (13.11) admits coordinate reflections, even though it does not admit coordinate reflections in the large. To see this, consider the neighbor-
hood of the point $x=0$ (which is not a special point since the space is homogeneous). There $\lambda(x)$ differs from $\lambda(0)$ by terms of order $x / R$; it is these terms which change sign and prevent the space from going into itself under a reflection. If these terms of order $x / R$ are neglected, however, then the neighborhood of the origin does admit reflections. Since the differential equation is formally invariant in any case, one may now say that to this approximation the differential equation also admits coordinate reflections. In this same approximation the displacement operators commute.

To complete the correspondence with Dirac's equation one notes that the ennuple ordinarily used to define spinors also defines the coordinate system. The conventional reflection therefore means simultaneous coordinate and ennuple reflection. The equation is consequently invariant under conventional reflection if $\psi$ changes according to the familiar equation

$$
\begin{equation*}
\psi^{\prime}(x)=\gamma(4) \psi(-x) \tag{18.1b}
\end{equation*}
$$

Consider next the case of zero mass. It is now possible, though not necessary, to work with two component functions $\psi_{+}$and $\psi_{-}$restricted by the conditions

$$
\begin{align*}
& \gamma_{5} \psi_{+}=\psi_{+},  \tag{18.2a}\\
& \gamma_{5} \psi_{-}=-\psi_{-} . \tag{18.2b}
\end{align*}
$$

The differential equations then become

$$
\begin{align*}
& {\left[\gamma^{\mu} \partial u+\frac{3}{4} \gamma^{\mu}\left(1+\gamma^{5}\right) \varphi_{\mu}\right] \psi_{+}=0,}  \tag{18.3a}\\
& {\left[\gamma^{\mu} \partial \mu+\frac{3}{4} \gamma^{\mu}\left(1-\gamma^{5}\right) \varphi_{\mu}\right] \psi_{-}=0 .} \tag{18.3b}
\end{align*}
$$

The violation of parity in (18.3) is associated with the vanishing of the rest mass and has nothing to do with the torsion.

## 19. MACH'S PRINCIPLE

According to (10.14) the structure of the given space is entirely specified by $\varphi^{\mu} .^{5}$ By Mach's principle $\varphi^{\mu}$ in turn should be determined by the matter field. However, that is not yet possible because our field equations are incomplete. We intend to continue the systematic discussion elsewhere but for the present let us tentatively suppose that the torsion is determined by the matter field in the simplest possible manner, namely,

$$
\begin{equation*}
\varphi^{\mu}=r^{2}\left(\bar{\psi} \gamma^{5} \gamma^{\mu} \psi\right) \tag{19.1a}
\end{equation*}
$$

where $r$ is a constant which must have the dimensions of a length. Then (13.11) becomes

$$
\begin{equation*}
\left[\gamma^{\mu} \partial_{\mu}+\frac{3}{2} r^{2}\left(\bar{\psi} \gamma^{5} \gamma^{\mu} \psi\right) \gamma_{\delta} \gamma_{\mu}\right] \psi=m \psi . \tag{19.1b}
\end{equation*}
$$

[^66]Equation (19.1b) is the nonlinear spinor equation. It has been pointed out by Pauli and Heisenberg ${ }^{6}$ that, in the case $m=0$, this equation admits the Gursey group. which is isomorphic to the neutrino and isospin groups.

Equation (19.1) is meant to be illustrative only. Another possibility is

$$
\begin{equation*}
\left(\square-\lambda^{-2}\right) \varphi^{\mu}=\gamma\left(\bar{\psi} \gamma^{5} \gamma^{\mu} \psi\right), \tag{19.2}
\end{equation*}
$$

where $\lambda$ is a length and $\gamma$ a dimensionless coupling constant. Equations (19.1) and (19.2) correspond in the language of the quantized theory to axial vector interactions of the Fermi and Yukawa type. From the point of view given here, equations such as (19.1) and (19.2) would have to be obtained from the generally covariant theory with variable torsion.

## 20. QUANTIZED THEORY

If $\varphi$ and $\psi$ are regarded as quantized fields then of course quanta will be associated with the torsion as well as with the matter field, and in that case the assumption of constant torsion cannot be made. The previous remarks about reflection invariance in the small also no longer apply: one expects, however, that it is possible to construct a quantized field theory which does not conserve parity.
Since we do not have a complete set of field equations, little can be said about the quantized theory at this point. However, Eqs. (13.11) and (19.2), or (19.1b), are complete and may be regarded as the equations of motion of a quantized theory which is suggested by the geometry. In order to interpret (19.1) as an ordinary Fermi coupling between quantized fields, the conventional coupling constant must be related to the length appearing here as follows:

$$
\begin{equation*}
g / \hbar c=r_{f}^{2} . \tag{20.1}
\end{equation*}
$$

With $g=1.4 \times 10^{-49} \mathrm{erg} \mathrm{cm}^{3}$, one has $r_{f}=2.1 \times 10^{-16} \mathrm{~cm}$.
Although quantum mechanical effects are generally beyond the scope of this paper, it is of interest to discuss the following situation, which is not entirely classical, in order to interpret our results. Consider a closed space of uniform torsion uniformly and diffusely filled with a gas of identical fermions which are described by the quantized field $\psi$ obeying Eq. (13.11a). For $\psi$ write

$$
\begin{equation*}
\psi=\sum_{k} u_{k} a_{k} \tag{20.2}
\end{equation*}
$$

where the $a_{k}$ are the annihilation operators and $u_{k}$ is a free particle solution satisfying the classical equation

$$
\begin{equation*}
\left[\gamma^{\mu} \partial_{\mu}+\frac{3}{2} \gamma^{5} \gamma^{\mu} \varphi_{\mu}\right] u_{k}=m u_{k} \tag{20.2a}
\end{equation*}
$$

with

$$
\begin{equation*}
\varphi^{\mu}=(0,0,0, \omega) . \tag{20.2b}
\end{equation*}
$$

[^67]The $u_{k}$ are very nearly plane waves, but closed on themselves. Assume that all energies are so low that the number of free bosons present is negligible and that the only effect of the boson field is to mediate collisions between the fermions. Then we may make the classical approximations, corresponding to (19.1b) and (19.2), respectively,

$$
\begin{align*}
& \varphi^{\mu}=r^{2}\left(\bar{\psi} \gamma^{5} \gamma^{\mu} \psi\right\rangle  \tag{20.3a}\\
& \varphi^{\mu}=\gamma \int\left[e^{-r / \lambda / \gamma}\right]\left\langle\bar{\psi} \gamma^{5} \gamma^{\mu} \psi\right\rangle d \mathbf{r}, \tag{20.3b}
\end{align*}
$$

where $\langle\cdots\rangle$ means expectation value for a given quantum mechanical state of the whole gas. In this approximation one may say that the structure of space (which is entirely defined by $\varphi^{\mu}$ ) and the expectation function $\left\langle\bar{\psi} \gamma^{5} \gamma^{\mu} \psi\right\rangle$ of the matter field are codetermined.

Ignoring velocity dependence, we crudely approximate the magnitude of $\varphi$ in the two cases as follows:

$$
\begin{align*}
& \varphi \cong r^{2} \rho,  \tag{20.4a}\\
& \varphi \cong 4 \pi \gamma \lambda^{2} \rho, \tag{20.4b}
\end{align*}
$$

where $\rho$ is the average effective particle density in space. On the other hand, according to (20.2b) and (15.8b), the magnitude of $\varphi$ is

$$
\begin{equation*}
\omega=K^{\frac{1}{2}}(-g)^{\frac{1}{2}}=1 / R, \tag{20.5}
\end{equation*}
$$

where $R$ is the radius of curvature and we have put $(-g)^{\frac{1}{2}}=1$. For the given model of spacetime, the total three-dimensional volume ( $V$ ) and mass ( $M$ ) are

$$
\begin{align*}
& V=2 \pi^{2} R^{3}  \tag{20.6a}\\
& M=4 \pi^{2} R / \kappa \tag{20.6b}
\end{align*}
$$

where $\kappa$ is the gravitational constant: $\kappa=2 \times 10^{-27}$ $\mathrm{cm} / \mathrm{g}$. The matter density is

$$
\begin{equation*}
\rho_{m}=M / V=2 / \kappa R^{2} . \tag{20.6c}
\end{equation*}
$$

We have assumed that all particles are alike and neutral. Let the total number of particles be $N$ and the mass of a single particle be $M_{N}$. Then the particle density is

$$
\begin{equation*}
\rho=N / V=\rho_{m} / M_{N}, \tag{20.7}
\end{equation*}
$$

and by (20.5) and (20.6c) it is possible to write (20.4a) in either of the equivalent forms

$$
\begin{align*}
N & =2 \pi^{2}(R / r)^{2},  \tag{20.8a}\\
r & =\left[\frac{1}{2} R_{\kappa} M_{N}\right]^{\frac{1}{2}} . \tag{20.8b}
\end{align*}
$$

The corresponding formulas based on (20.4b) may be obtained by replacing $r$ by $(4 \pi \gamma)^{\ddagger} \lambda$. These results relate the radius of the space to microscopic constants. Although the argument leading to (20.8) is meant to be only roughly illustrative, it is clear that relations like (20.8) do exist for the given model.

## 21. PHYSICAL INTERPRETATION

The model of physical space under consideration has the properties (14a)-(14d), and in addition is static, homogeneous, and isotropic; it is therefore very similar to the usually accepted microspace. It is nevertheless essentially different from the configuration space of quantum field theory in having an asymmetric connection or torsion. The existence of the torsion prevents the space from having reflection invariance. Viewed from within the Lorentz subgroup, the torsion transforms as an axial vector; roughly speaking then, one may say that the proposed model modifies the usual equations of elementary particle theory by the introduction of a fundamental, axial vector coupling.

If an ennuple is $(+)$ or $(-)$ displaced from $P$ to $P^{\prime}$, the new ennuple at $P^{\prime}$ may be regarded as obtained by first making a (0) displacement and then a rotation at $P^{\prime}$, where the amount of the rotation is determined by the torsion and the sign is opposite in the two cases. Regarding the ( 0 ) displacement as the analog of an ordinary translation, one may say that the torsion defines at every point two screw motions of opposite helicity. One may say also that the torsion field distinguishes between two kinds of spinor field ( $\psi_{ \pm}$) according to Eq. (13.11), where $\psi_{+}$and $\psi_{-}$are associated with parallel transfers of opposite helicity.

If one tries to relate the massless equation to the neutrino then (18.3) appears to be a better choice than (13.11b) since the only interactions of neutrinos with other matter appear to be weak; with this choice the parity violating interaction term in (18.3) would be identified with the universal weak coupling. According to such a viewpoint $\dot{\varphi}^{\mu}$ is, in the classical theory, related to the torsion of space and in the quantized theory it is related to the weak couplings.

Such an interpretation is not necessarily inconsistent but is, in fact, similar to the usual view of the quantized gravitational field. That is, the distribution of matter is believed to produce a curvature of space which may be specified by the metric field $\left(g_{\alpha \beta}\right)$. We shall now postulate that the matter distribution also produces a torsion ( $\varphi^{\mu}$ ) of space. In the geometric analysis of this paper, $\varphi^{\mu}$ must be regarded as a classical field just as $g_{\alpha \beta}$ represents the classical gravitational field. By this one means that $\varphi^{\mu}$ and $g_{\alpha \beta}$ are to be interpreted as quantum expectation values. At the classical level they are both universal because of their common geometrical interpretation.

In order to establish a meaningful connection with elementary particle theory, the classical axial vector field should, according to the usual view of such matters, be interpreted in terms of quantum field operators. Because so little is known there are several possibilities.
First, it is not clear to what extent contributions to
the torsion could arise from the strong as well as the weak couplings. The weak interactions are now believed to be axial vector (or vector) with equal parity conserving and parity violating parts. However, it is quite possible that the strong interactions are also axial vector (possibly with a small parity violating part). [In this connection it is important that Eq. (19.1b), with $m=0$, admits the Gursey group, which describes baryon as well as lepton symmetries.] If it does turn out that the strong interactions are partly or wholly axial vector, then the torsion should be determined mainly by them.

There is next the formal question whether the $\varphi$ operator should be regarded as a boson field or as a bilinear product of fermion fields. The former view corresponds to assuming an intermediate boson. According to the latter possibility, the basic interaction is a four fermion coupling.

The last question which we shall mention concerns the possible existence of diagonal terms in the Fermi couplings, i.e., terms of the form

$$
\left(\bar{\psi}_{i} \gamma_{\delta} \gamma_{\mu} \psi_{j}\right)\left(\bar{\psi}_{k} \gamma_{\delta} \gamma_{\mu} \psi_{i}\right),
$$

where $k=l$ and $i=j$. We shall assume that there are such terms and, in fact, that the macroscopic torsion is related to the microscopic theory as follows:

$$
\begin{equation*}
\varphi_{\mu}=(g / \hbar c) \sum_{i}\left\langle\bar{\psi}_{i} \gamma_{\mathrm{s}} \gamma_{\mu} \psi_{i}\right\rangle=(g / \hbar c)\langle\cdots\rangle \tag{21.1}
\end{equation*}
$$

summed over all fields interacting with the given field.
This last equation should be interpreted in the same way as (20.3a) and (20.3b) of the previous section. There we considered a gas of identical neutral fermions filling a closed space and determining the torsion of that space according to Eqs. (20.3), which are essentially the same as (21.1). We shall now ask in general terms how such a space checks as a cosmological model if the fermions are imagined to be nucleons and their $\varphi$ coupling is regarded as a point or very short range interaction. In sufficiently energetic collisions new particles will be produced because of this coupling and the cross sections for such processes will be determined by the lengths $r_{0}$ and $\gamma \lambda$. However, under cosmological conditions, nuclear collisions occur at low energy and are adequately described by a classical nuclear potential. In the approximation adopted, it may be supposed that these collisions are just sufficient to maintain the consistency of the very slightly curved ( $1 / R$ ) plane waves.

The observed density of matter in space is $\rho_{m} \cong 10^{-30}$ $\mathrm{g} / \mathrm{cm}^{3}$. That corresponds by Eq. (20.6c) to $R=10^{28}$ cm . If this value of $R$ is put into (20.8b) one obtains $r=10^{-12} \mathrm{~cm}$. That may be compared with $y_{j}=10^{-16} \mathrm{~cm}$, which characterizes the weak couplings. If this estimate is taken seriously, then it follows that
the torsion estimated from the observed average density of matter cannot be attributed to the weak couplings. On the other hand, if the pion coupling is written as a pair interaction, as in the theory of the composite pion, ${ }^{7}$ then the value of the Fermi length is $r=10^{-18} \mathrm{~cm}$ (since the corresponding coupling constants differ by $10^{\circ}$ ). Therefore if the proposed geometry and the estimate based on it have any physical content, it would appear that the torsion of space is associated mainly with the strong interactions. These results, if they are not fortuitous, ${ }^{8}$ suggest that a field theory based on an asymmetric connection is of great interest in connection with both the strong and the weak interactions.

These final remarks, beginning in Sec. 19, have outrun the systematic analysis, which is based throughout on the assumption of uniform torsion. This assumption permits an exact geometric analysis but prevents us from writing a complete set of field equations. In its present form, the physical model is subject to the restriction that it describe only one neutral fermion field-except for the distinction between $\psi(+)$ and $\psi(-)$. Finally, no physical interpretation of the fundamental duality between $\psi(+)$ and $\psi(-)$, i.e., of the transposition symmetry, has been given in this paper. ${ }^{9}$

## ACKNOWLEDGMENTS

I wish to thank William Ramsay for the remark which is proved in the Appendix and also to thank him and Dr. Herbert Fried for helpful discussion.

$$
\begin{aligned}
& { }^{7} \text { This may be estimated by writing } \\
& { }_{g F}\left(\bar{p}_{<} \cdots n_{>}\right)\left(n_{>} \cdots p_{>}\right)=g \hbar c\left(2 \pi / \epsilon_{\pi}\right)!\exp \left(i p_{\pi} x / \hbar\right)\left(\overline{n_{>}} \cdots p_{>}\right) .
\end{aligned}
$$

The left (right) sides refer to a Fermi (Yukawa) description of $\pi^{-}+p \rightarrow n$. Here ( $\tilde{p}_{<} \cdots n_{>}$) is the composite pion and $<(>)$ means negative (positive) energy. We factor

$$
\bar{p}_{<} \cdots n_{>}=\exp \left(i p_{\pi} x / \hbar\right)_{\mu}(0)
$$

where $p_{r}$ is the momentum of the composite pion and $\mu(0)$ is the amplitude of the internal wave function at zero separation. Let us put

$$
(4 \pi / 3)(\pi / M c)^{3}|\mu(0)|^{2}=1,
$$

where $\hbar / M c$ represents, very roughly, the "radius" of the pion. Then

$$
g_{r} \cong(4 \pi / 3)^{\ddagger}\left(M / 2 m_{z}\right)^{\sharp}\left(4 \pi g^{2} / \hbar c\right)^{\sharp}\left(M c^{2}\right)(\hbar / M c)^{3} .
$$

With $g^{2} / \hbar c=15$, one obtains $g p \simeq 10^{-48} \mathrm{erg} \mathrm{cm}^{3}$.
${ }^{8}$ It would be meaningless to refine the numerical estimates at this stage. However, if the general point of view of this paper can be maintained, then in a more complete theory the following improvements, among others, should be made: (a) the astronomical facts should not be approximated by the static Einstein model, but instead by a more realistic expanding model, (b) the density $\rho=10^{-20}$ should be replaced by an effective density which takes into account the velocity dependence implied by $\gamma^{5}$. This effective density would be negligible for intergalactic hydrogen and somewhat reduced for nucleons in nuclei.
${ }^{9}$ The distinction between $\psi(+)$ and $\psi(-)$ may depend on the theory of the electromagnetic field. It is possible to introduce the electromagnetic field in such a way that transposition symmetry corresponds to charge symmetry.

## APPENDIX

## Define

$$
c_{m n p}=\bar{g}_{m t} c_{n p}^{t}
$$

The $c_{m n p}$ are completely antisymmetric because of the Jacobi relations.

Construct

$$
\theta=(1 / 3!) \epsilon^{m n p s} c_{m n p} X_{s}
$$

then

Assume $\bar{g} \not \not \neq 0$. Then $\bar{g}^{m n}$ may be constructed. Assume $\bar{g}^{m n}$ diagonal. Then

$$
\begin{aligned}
\left(\theta, X_{1}\right) & =\left[c_{134} c^{t}{ }_{21}+c_{214} c^{t}{ }_{31}+c_{123} c_{41}{ }_{41}\right] X_{t} \\
& =B^{t} X_{t}
\end{aligned}
$$

and, if $t=2$, for example,

$$
\begin{aligned}
B^{2} & =c_{1344 c_{21}}+c_{214} c^{2}{ }_{31}+c_{123} c^{2}{ }_{41} \\
& =g^{22}\left[c_{214} c_{231}+c_{123} c_{241}\right]=0 .
\end{aligned}
$$

Hence, if $\bar{g} \neq 0$, it follows that

$$
\left(\theta, X_{t}\right)=0 .
$$

In a new representation such that $X_{1}{ }^{\prime}=\theta$ one has

$$
c_{1 s^{\tau}}^{\tau^{\prime}}=0 .
$$

It follows that

$$
\bar{g}^{\prime}=\bar{g}=0 .
$$

Therefore, the assumption that $\bar{g} \neq 0$ is inconsistent.

## Errata

## Double Commutator in Quantum Field Theory

## [J. Math. Phys. 1, 231 (1960)]

## R. F. Streater

CERN, Geneva, Switzerland
Equations (11) and (12) should read:

$$
\bar{D}(p, q)=0 \text { unless }\left\{\begin{array}{c}
p^{2} \geqslant m_{1}^{2}, q^{2} \geqslant m_{3}^{2}, p \cdot q>0 \text { or } \\
p^{2} \geqslant m_{1}^{\prime 2},(p-q)^{2} \geqslant m_{2}^{2}, p \cdot(p-q)>0  \tag{12}\\
\bar{D}(p, q) \neq 0
\end{array}\right.
$$

in this spectrum.
That is, the conditions $p \cdot q>0, p \cdot(p-q)>0$ to Eq. (11) have been added.

## Analytic Properties of Radial Wave Functions

[J. Math. Phys. 1, 319 (1960)]

## Roger G. Newton

Indiana University, Bloomington, Indiana
Page 321, line before Eq. (2.15) : Read "(2.14)" for "(2.12)." Page 330, line 8 below Eq. (5.1'): Insert "if" between " $\left|k_{0}\right|$ " and "is." Page 334, line 5 below Eq. (6.2): Read

$$
\oiint_{l}\left(k ; r, r^{\prime}\right)= \begin{cases}\varphi_{l}(k, r) a\left(k, r^{\prime}\right), & r<r^{\prime}, \\ f_{l}(-k, r) b\left(k, r^{\prime}\right), & r>r^{\prime} .\end{cases}
$$

Page 339, Eq. (9.7) should read:

$$
\begin{equation*}
F_{J}{ }^{T}(k) \equiv k^{L} W\left[F_{J}(k, r), \Phi_{J}(k, r)\right] . \tag{9.7}
\end{equation*}
$$

Equation (9.9') should read:

$$
\begin{equation*}
S_{J}(k)=\left[F_{J}(-k)\right]^{-1} F_{J}(k) . \tag{9.9'}
\end{equation*}
$$

Page 344, line 6 from bottom, right-hand column: Insert "upper half of the" before "complex."
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